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| ntroduction

Merits of the book

This book is the only user-oriented book on SPSS:

* Itusesaseries of pictures and simple instructions to teach each procedure. Users can
conduct procedures by following the graphically illustrated examples. The book is
designed for the novice - even those who are inexperienced with SPSS, statistics, or
computers. Though its content leans toward econometric analysis, the book can be used
by those in varied fields, such as market research, criminology, public policy,
management, business administration, nursing, medicine, psychology, sociology,
anthropology, etc.

»  Each method is taught in a step-by-step manner.

* Ananalytical thread is followed throughout the book - the goal of this method isto
show users how to combine different procedures to maximize the benefits of using
SPSS.

» Toensuresimplicity, the book does not get into the details of statistical procedures.
Nor does it use mathematical notation or lengthy discussions. Though it does not
qualify as a substitute for a statistics text, users may find that the book contains most of
the statistics concepts they will need to use.

Organization of the Chapters

The chapters progress naturally, following the order that one would expect tofind in a
typical statistics project.

Chapter 1, “Data Handling," teaches the user how to work with datain SPSS.

It teaches how to insert data into SPSS, define missing values, label variables, sort data,
filter the file (work on sub-sets of the file) and other data steps. Some advanced data
procedures, such as reading ASCI| text files and merging files, are covered at the end of
the book (chapters 12 and 13).

Chapter 2, “Creating New Variables,” shows the user how to create new categorical and
continuous variables.

The new variables are created from transformations applied to the existing variablesin
the datafile and by using standard mathematical, statistical, and logical operators and
functions on these variables.

Chapter 3, “Univariate Analysis,” highlights an often-overlooked step - comprehensive analysis
of each variable.

www.vgupta.com




Introduction i

Several procedures are addressed - included among these are obtaining information on
the distribution of each variable using histograms, Q-Q and P-P plots, descriptives,
frequency analysis, and boxplots. The chapter also looks at other univariate analysis
procedures, including testing for means, using the T-Test and error bars, and depicting
univariate attributes using several types of graphs (bar, line, area, and pie).

Chapter 4, “Comparing Variables,” explains how to compare two or more similar variables.
The methods used include comparison of means and graphical evaluations.

Chapter 5, “Patterns Across Variables (Multivariate Statistics),” shows how to conduct basic
analysis of patterns across variables.

The procedures taught include bivariate and partial correlations, scatter plots, and the
use of stem and leaf graphs, boxplots, extreme value tables, and bar/line/area graphs.

Chapter 6, “Custom Tables,” explains how to explore the details of the data using custom tables
of statistics and frequencies.

In Chapter 7, “Linear Regression,” users will learn linear regression analysis (OLS).

Thisincludes checking for the breakdown of classical assumptions and the implications
of each breakdown (heteroskedasticity, mis-specification, measurement errors,
collinearity, etc.) in the interpretation of the linear regression. A major drawback of
SPSSisitsinability to test directly for the breakdown of classical conditions. Each test
must be performed step-by-step. For illustration, details are provided for conducting
one such test - the White's Test for heteroskedasticity.

Chapter 8, “Correcting for the Breakdown of Classical Assumptions,” is a continuation of the
analysis of regression from chapter 7. Chapter 8 provides examples of correcting for the
breakdown of the classical assumptions.

Procedures taught include WL S and Weight Estimation to correct for
heteroskedasticity, creation of an index from several variablesto correct for
collinearity, 2SL Sto correct for simultaneity bias, and model re-specification to correct
for mis-specification. Thisisthe most important chapter for econometricians because
SPSS does not provide many features that automatically diagnose and correct for the
breakdown of classical assumptions.

Chapter 9, “Maximum Likelihood Estimation: Logit, and Non-Linear Estimation,” teaches non-
linear estimation methods, including non-linear regression and the L ogit.

This chapter also suggests briefly how to interpret the output.

Chapter 10 teaches "comparative analysis,” aterm not found in any SPSS, statistics, or
econometrics textbook. In this context, this term means "analyzing and comparing the results of
procedures by sub-samples of the data set.”

Using this method of analysis, regression and statistical analysis can be explained in
greater detail. One can compare results across categories of certain variables, e.g. -
gender, race, etc. In our experience, we have found such an analysisto be extremely
useful. Moreover, the procedures taught in this chapter will enable users to work more
efficiently.
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Chapter 11, “Formatting Output,” teaches how to format output.

Thisis a SPSS feature ignored by most users. Reviewers of reports will often equate
good formatting with thorough analysis. It istherefore recommended that userslearn
how to properly format output.

Chapters1-11 form the sequence of most statistics projects. Usually, they will be sufficient
for projects/classes of thetypical user. Some users may need mor e advanced data
handling and statistical procedures. Chapters 12-18 explore several of these procedures.
The ordering of the chaptersisbased on the relative usage of these proceduresin
advanced statistical projects and econometric analysis.

Chapter 12, “Reading ASCII Text Data,” and chapter 13 “Adding Data,” deal specifically with
reading ASCII text files and merging files.

The task of reading ASCII text data has become easier in SPSS 9.0 (as compared to all
earlier versions). Thistext teaches the procedure from versions 7.x forward.

Chapter 14, "Non-Parametric Testing," shows the use of some non-parametric methods.

The exploration of various hon-parametric methods, beyond the topic-specific methods
included in chapters 3, 4, and 5, are discussed herein.

Chapter 15, "Setting System Options," shows how to set some default settings.
Users may wish to quickly browse through this brief section before reading Chapter 1.
Chapter 16 shows how to read data from any ODBC source database application/format.
SPSS 9.0 also has some more database-specific features. Such features are beyond the
scope of this book and are therefore not included in this section that deals specifically
with ODBC source databases.
Chapter 17 shows time series analysis.
The chapter includes a simple explanation of the non-stationarity problem and
cointegration. It also shows how to correct for non-stationarity, determine the
specifications for an ARIMA model, and conduct an ARIMA estimation. Correction

for first-order autocorrelation is also demonstrated.

Chapter 18 teaches how to use the two programming languages of SPSS )without having to do
any code-writing yourself).

The languages are:

1. Syntax -- for programming procedures and data manipulation
2. Script -- (mainly) for programming on output tables and charts

Book 2 in this series (" SPSS for Beginners: Advanced Methods") will include chapters on
hierarchical cluster analysis, discriminant analysis, factor analysis, optimal scaling,
correspondence analysis, reliability analysis, multi-dimensional scaling, general log-linear
models, advanced ANOV A and GLM techniques, survival analysis, advanced ranking, using
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programming in SPSS syntax, distance (Euclidean and other) measurement, M-estimators, and
Probit and seasonal aspects of time series.

Asthese chaptersare produced, they will be available for free download at www.spsss.org.
Thismay bethefirst interactive book in academic history! Depending on your
comments/feedback/requests, we will be making regular changesto the book and the free
material on the web site.

The table of contentsis exhaustive. Refer to it to find topics of interest.

Theindex isin two parts - part 1 is a menu-to-chapter (and section) mapping, whereas part 2 is
aregular index.

Conventions used in this book

& All menu options are in all-caps. For example, the shortened version of: “Click on the
menut "Statistics,” choose the option "Regression,” within that menu, choose the option
"Linear regression,” will read:

“Goto STATISTICS/ REGRESSION / LINEAR REGRESSION."

Quotation marks identify optionsin pictures. For example: Select the button “ Clustered.”

¥ *

Variable names are usually initalics. For example, gender, wage, and fam id. Variable
names are expanded sometimes within the text. For example, work_ex would read work
experience.

¥ Text and pictures are placed side-by-side. When a paragraph describes sometext in a
picture, the picture will typically be to the right of the paragraph.

¥ Written instructions are linked to highlighted portions of the picture they describe. The
highlighted portions are denoted either by arectangle or ellipse around the relevant picture-
component or by athick arrow, which should prompt the user to click on the image.

3 Some terms the user will need to know: adialog box is the box in any Windows® software
program that opens up when a menu option is chosen. A menu option isthe list of
procedures that the user will find on the top of the computer screen.

6 Text that is shaded but not boxed is a note, reminder, or tip that digresses a bit from the
main text.

¥ Text that is shaded a darker gray and boxed highlights key features.

Data set used in the example followed through this book

One data set is used for most of the illustrations and examplesin this book. Thisallows the user
to use the book as atutorial. Unfortunately, as of present, we cannot find an uncorrupted
version of the data file (we had a virus problem). As and when we can obtain such a copy (from
an ex-student hopefully) we will place it at http://www.spss.org/wwwroot/spssdown.asp. | created a
data set that has the same variable names, sample size and coding asin the corrupted file. The
"proxy" datafileis provided in the zipped file you downloaded. (Y our resultswill not match

L A “menu” isalist of options available from the list on the top of the computer screen. Most software applications
have these standard menus: FILE, EDIT, WINDOW, and HELP.
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those shown in thisbook.) Thefileiscalled "spssbook.sav." For chapter 17, the datafile | used
isalso included in the zipped file. Thedatafileiscalled "chl7_data.sav."

The variables in the data set:
1. Fam_id: anid number, unique for each family surveyed.

2. Fam_mem: the family member responding to the survey. A family (with aunique fam_id)
may have several family members who answered the survey.

3. Wage: the hourly wage of the respondent.
4. Age: the age (in years) of the respondent.
5. Work_ex: the work experience (in years) of the respondent.
6

Gender: adummy variable taking the value “0” for male respondents and “1” for female
respondents.

7. Pub_sec: adummy variable, taking the value “0” if the respondent works in the private
sector and “1” if in the public sector.
8. Educ or educatio: level of education (in years) of the respondent.

A few more points to note:

¥ For some examples, new variables are introduced, such as “father’ s education” or “mother's
education.” For some topics, atotally different data set is used if the example set was not
appropriate (e.g. - for time series analysisin chapter 17.)

¥ The spellings of variables may differ across chapters. Thiswas an oversight by the author.
For example, in some chapters the user may note that education level isreferred to as educ
whilein othersit isreferred to as educatio.

% With this book, the author hopes to create a marketing trend by raising revenue through
advertisements. The author iswilling to incorporate, on alimited basis, some community
advertisements. The potential world market for this book is 200,000 students each year.

Quick reference and index: Relation between SPSS menu optionsand
the sectionsin the book

Section that teachesthe

menu option
FILE NEW -
” OPEN 11
" DATABASE CAPTURE 16
. READ ASCII DATA 12
. SAVE -
. SAVE AS -

" DISPLAY DATA INFO -
" APPLY DATA DICTIONARY -
" STOP SPSS PROCESSOR -
EDIT OPTIONS 151
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Section that teachesthe

menu option

., ALL OTHER SUB-MENUS -
VIEW STATUSBAR 15.2

. TOOLBARS 152

. FONTS 152

., GRID LINES 15.2

., VALUE LABELS 15.2
DATA DEFINE VARIABLE 12

. DEFINE DATES -

. TEMPLATES -

., INSERT VARIABLE -

., INSERT CASE, GO TO CASE -

. SORT CASES 15

. TRANSPOSE -

. MERGE FILES 13

., AGGREGATE 14

., ORTHOGONAL DESIGN -

. SPLIT FILE 10

. SELECT CASES 17

., WEIGHT CASES 13
TRANSFORM COMPUTE 22

., RANDOM NUMBER SEED -

. COUNT 2.4

. RECODE 2.1

., RANK CASES -

., AUTOMATIC RECODE 2.1

., CREATE TIME SERIES 174

. REPLACE MISSING VALUES | 1.8, 17.4.a
STATISTICS/ FREQUENCIES 32a
SUMMARIZE
(ANALYZE)

. DESCRIPTIVES 33a

. EXPLORE 5.4

., CROSSTABS -

., ALL OTHER -
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Vii

Section that teachesthe

DATA REDUCTION

menu option

STATISTICS/ BASIC TABLES 6.1
CUSTOM TABLES

" GENERAL TABLES 2.3 and 6.2 together

" TABLES OF FREQUENCIES 6.2
STATISTICS/ MEANS -
COMPARE MEANS

" ONE SAMPLE T-TEST 34b

" INDEPENDENT SAMPLEST- 55.b

TEST

" PAIRED SAMPLES T-TEST 4.3b

" ONE-WAY ANOVA 55.c
STATISTICS/ -
GENERAL LINEAR
MODEL
STATISTICS BIVARIATE 538 53b
/ICORRELATE

" PARTIAL 5.3.c

" DISTANCE -
STATISTICS/ LINEAR 7 (and 8)
REGRESSION

" CURVE ESTIMATION 9.1la

} LOGISTIC [LOGIT] 9.1

" PROBIT -

" NON-LINEAR 9.1b

" WEIGHT ESTIMATION 8.2a

" 2-STAGE LEAST SQUARES 84
STATISTICS -
/ LOGLINEAR
STATISTICS K-MEANS CLUSTER 25
/ CLASSIFY

" HIERARCHICAL CLUSTER -

" DISCRIMINANT -
STATISTICS/ -
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Section that teachesthe

menu option
STATISTICS/ -
SCALE
STATISTICS/ CHI-SQUARE 14.2
NONPARAMETRIC
TESTS
" BINOMIAL 14.1
" RUNS 143
" 1SAMPLE K-S 3.2e
" 2 INDEPENDENT SAMPLES 55d
" K INDEPENDENT SAMPLES 55d
" 2 RELATED SAMPLES 4.3.c
" K RELATED SAMPLES 4.3.c
STATISTICS/ EXPONENTIAL SMOOTHING, -
TIME SERIES DECOMPOSITION
" ARIMA 175
" AUTOREGRESSION 17.6
STATISTICS/ -
SURVIVAL
STATISTICS/ DEFINE SETS 2.3
MULTIPLE SETS
B FREQUENCIES 2.3 (see3.1.aad0)
" CROSSTABS 2.3
GRAPHS BAR 31,41,51
" LINE 31,51
1 AREA 31,51
" PIE 3.1,41,51
" HIGH-LOW, PARETO, -
CONTROL
" BOXPLOT 3.3b,4.2,5.1.d
" ERROR BAR 34.a,43.a55.a
" SCATTER 5.2
" HISTOGRAM 3.2a
" P-P 3.2.b,3.2.c,3.2d
) Q-Q 3.2.b,3.2.c,3.2d
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Section that teachesthe

menu option
SEQUENCE 17.1
TIME SERIESYAUTO 17.2
CORRELATIONS
TIME SERIES/CROSS 17.3

CORRELATIONS
" TIME SERIES/SPECTRAL
UTILITIES VARIABLES 12f

FILE INFO 1249
DEFINE SETS 19
USE SETS 1.9
RUN SCRIPT 18.1
ALL OTHER

VISAS: AN INTUITIVE WINDOWS INTERFACE FOR SAS
EXCEL TOOLS FOR DATA ANALYSIS

EXCEL For rrorFesSSIONALS
WORD For ProresSSIONALS

Check at www.vgupta.com

Coming 1n Dec 1999
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Ch 1.DATA HANDLING

Before conducting any statistical or graphical analysis, one must have the datain aform
amenable to areliable and organised analysis. In this book, the procedures used to achieve this
aretermed “Data Handlingz.”3 SPSS terms them "Data Mining." We desist from using their
term because "Data Mining" typically involves more complex data management than that
presented in this book and that which will be practical for most users.

| The most important procedures arein sections 1.1, 1.2, and 1.7.

In section 1.1, we describe the steps required to read data from three popular formats:
spreadsheet (Excel, Lotus and Quattropro), database (Paradox, Dbase, SYLK, DIF), and SPSS
and other statistical programs (SAS, STATA, E-VIEWS). See chapter 12 for more information
on reading ASCI| text data.

Section 1.2 shows the relevance and importance of defining the attributes of each variablein the
data. It then shows the method for defining these attributes. Y ou need to perform these steps
only once - the first time you read a data set into SPSS (and, as you will learn later in chapters 2
and 14, whenever you merge files or create anew variable). The procedures taught here are
necessary for abtaining well-labeled output and avoiding mistakes from the use of incorrect data
values or the misreading of a series by SPSS. The usefulness will become clear when you read
section 1.2.

Section 1.3 succinctly shows why and how to weigh a data set if the providers of the data or
another reliable and respectabl e authority on the data set recommend such weighing.

Sometimes, you may want to analyze the data at a more aggregate level than the data set
permits. For example, let's assume you have a data setthat includes data on the 50 states for 30
years (1,500 observationsin total). Y ou want to do an analysis of national means over the
years. For this, adata set with only 30 observations, each representing an "aggregate” (the
national total) for one year, would be ideal. Section 1.4 shows how to create such an
"aggregated" data set.

In section 1.5, we describe the steps involved in sorting the data file by numeric and/or
alphabetical variables. Sorting is often required prior to conducting other procedures.

2 We can roughly divide these procedures into three sub-categories:

«  Datahandling procedures essentia for any analysis. These include the reading of the data and the defining of
each variabl€' s attributes (Sections 1.1, 1.2, and chapters 12 and 16.)

«  Datahandling procedures deemed essential or important because of the nature of the data set or analysis. These
include weighing of the variables, reducing the size of the data set, adding new data to an existing data set, creating
data sets aggregated at higher levels, etc. (Sections 1.3, 1.4, 1.6, and chapter 13.)

«  Datahandling procedures for enhancing/enabling other statistical and graphical procedures. These include the
sorting of data, filtering of a Sub-set of the data, and replacing of missing values (Sections 1.5-1.8.)

% The "DataHandling" procedures can be found in the menus: FILE and DATA. From the perspective of a beginner
or teacher, the biggest drawback of SPSS is the inefficient organisation of menus and sub-menus. Finding the correct
menu to conduct a procedure can be highly vexing.
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If your data set istoo large for ease of calculation, then the size can be reduced in areliable
manner as shown in section 1.6.

Section 1.7 teaches the manners in which the data set can be filtered so that analysis can be
restricted to a desired Sub-set of the data set. This procedure is frequently used. For example,
you may want to analyze only that portion of the data that is relevant for "Males over 25 years

inage."

Replacing missing valuesis discussed in section 1.8

Creating new variables (e.g. - the square of an existing variable) is addressed in chapter 2.
The most complex data handling techniqueis"Merging” files. It isdiscussed in chapter 13.

Another data management technique, "Split File," is presented in chapter 10.

Ch 1. Section 1 Reading (opening) the data set

Data can be obtained in several formats:
» SPSSfiles(1.1.9)
e Spreadsheet - Excel, Lotus (1.1.b)
» Database - dbase, paradox (1.1.c)
» Filesfrom other statistical programs (1.1.d)
» ASCII text (chapter 12)
» Complex database formats - Oracle, Access (chapter 16)

Ch. 1. Section 1.a.Reading SPSS data

In SPSS, go to FILE/OPEN, T -
lockje |28 Flpeiz =Bl 4 =m
Click on the button “Files of Type.” STTE— . Bl o
el FHECHD
Select the option “ SPSS (*.sav).” |1 rick
A=
Click on "Open.” ~ e

g

L
d

{
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Ch 1. Section 1.b.

Whilein Excel, in thefirst row,
type the names of the variables.
Each variable name must
include no more than eight
characters with no spaces’”.

Whilein Excel, note (on a piece
of paper) the range that you
want to use”.

Next, click on the downward
arrow in the last line of the
dialog box (“ Save astype” -see
picture on right) and choose the
option “Microsoft Excel 4
Worksheet.”

Click on “Save."

In SPSS, go to FILE/OPEN.

Click on the button “Files of
Type.” Select the option “Excel
(* xls).”

Select thefile, then click on
“Open.”

SPSS will request the range of
the datain Excel and whether to
read the variable names. Select
to read the variable names and
enter the range.

Click on"OK.”

Save As

Save ID Phpo 512

Ejfaljs [l

Reading data from spreadsheet for mats -
Excel, Lotus 1-2-3

ﬂ method?

ﬁ spsshack

ﬂ whmacro

gxcel
Macrd

ficki

pe

students

il

danhw
METHODT!

File: name: m

Sawve a3 type: IMicmsoﬂ Evcel 4.0 Workshest

2| H
Save

— g |
Cacel |
.|

(Options...

Note: This
is an Excel
dialog box.

Open File BHE |

Laoak jn; I {3 Pbpo 512 j ﬁl IE_ e
ercel ﬁ danbwy
macro BIMETHODTT
ricki B methad?
pe : 5:|:||:||:|l::_ «
shudents ﬁ whrnacr
vl
File name: spazhoak, "

Files of bype: IE:-::::EI [#.mlz]

A e |
Cancel |

Opening File DOptions

H:"Pbpo 51 2\spezbook. sz

¥ Bead wariable names

Range |a1:H2017

n N

Cancel |

HE|

Help

4 Otherwise, SPSSwill read the data, but will rename the variable.

5 Look at the range that has the data you require. In thisrange, the cell that is on the upper-left extreme corner isthe
beginning of therange. The cell on the extreme lower right isthe end of therange. If the start cell isin row 1 and

column “A” and the end cell isin the row 2017 and column “H,” then the rangeis“Al: H2017.”
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The data within the defined range will beread. Save the opened file as a SPSS file by going to
the menu option FILE/ SAVE AS and saving with the extension ".sav."

A similar procedure applies for other spreadsheet formats. L otus files have the extensions "wk."

Note: the newer versions of SPSS can read files from Excel 5 and higher using methods shown
in chapter 16. SPSSwill request the name of the spreadsheet that includes the data you wish to
use. We advise you to use Excel 4 as the transport format. In Excel, save the file as an Excel 4
file (as shown on the previous page) with a different name than the original Excel file's name (to
preclude the possibility of over-writing the original file). Then follow the instructions given on
the previous page.

Ch 1. Section 1.c. Reading data from simple database for mats -

Dbase, Par adox
In SPSS, go to FILE/OPEN.
Click on the button “Files of Type.” R = " =l & = l_El
Select the option “ dBase (* .dbf).” - Bl cssbook. W

L=+
Press "Open.” The datawill be read. j;:'
Save the data as a SPSSfile. 20 shadenis
Ll

Similar procedures apply to opening data
in Paradox, .dif, and .slk formats.

For more complex formats like Oracle, =] —
Access, and any other database format, =
see chapter 16. L-anc=l |

Ch 1. Section 1.d. Reading data from other statistical programs
(SAS, STATA, etc.)

A datafilefrom SAS, STATA, TSP, E-Views, or other statistical programs cannot be opened
directly in SPSS.

Rather, while still in the statistical program that contains your data, you must save thefilein a
format that SPSS can read. Usually these formats are Excel 4.0 (.x|s) or Dbase 3 (.dbf). Then
follow the instructions given earlier (sections 1.1.b and 1.1.c) for reading data from
spreadsheet/database formats.

Another option is to purchase data format conversion software such as“STATTRANSFER” or
“DBMSCOPY.” Thisisthe preferred option. These software titles can convert between an
amazing range of file formats (spreadsheet, database, statistical, ASCII text, etc.) and,
moreover, they convert the attributes of al the variables, i.e. - the variable labels, value labels,
and datatype. (See section 1.2 to understand the importance of these attributes)
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Ch 1. Section 2 Defining the attributes of variables

After you have opened the data source, you should assign characteristics to your variables’.
These attributes must be clearly defined at the outset before conducting any graphical or
statistical procedure:

1

2.

5.

Type (or datatype). Data can be of several types, including numeric, text, currency, and
others (and can have different types within each of these broad classifications). An
incorrect type-definition may not always cause problems, but sometimes does and should
therefore be avoided. By defining the type, you are ensuring that SPSSis reading and using
the variable correctly and that decimal accuracy is maintained. (See section 1.2.a.)

Variablelabel. Defining alabel for avariable makes output easier to read but does not
have any effect on the actual analysis. For example, the label "Family Identification
Number" is easier to understand (especially for areviewer or reader of your work) than the
name of the variable, fam id. (See section 1.2.b.)

In effect, using variable |abels indicates to SPSS that: "When | am using the variable
fam_id, in any and all output tables and charts produced, use the label "Family
Identification Number" rather than the variable name fam id."

In order to make SPSS display the labels, go to EDIT / OPTIONS. Click on the tab
OUTPUT/NAVIGATOR LABELS. Choose the option “Label" for both "Variables' and
"Values." Thismust be done only once for one computer. See chapter for more.

Missing value declaration. Thisisessentia for an accurate analysis. Failing to define the
missing values will lead to SPSS using invalid values of avariable in procedures, thereby
biasing results of statistical procedures. (See section 1.2.¢.)

Column format can assist in improving the on-screen viewing of data by using appropriate
column sizes (width) and displaying appropriate decimal places (See section 1.2.d.). It does
not affect or change the actual stored values.

Valuelabelsare similar to variable labels. Whereas "variable” |abels define the label to use
instead of the name of the variable in output, "value" labels enable the use of |abels instead
of values for specific values of avariable, thereby improving the quality of output. For
example, for the variable gender, the labels "Male" and "Female" are easier to understand
than"0" or "1.” (See section 1.2.e)

In effect, using value labels indicates to SPSS that: "When | am using the variable gender,
in any and all output tables and charts produced, use the label "Male" instead of the value
"0" and the |abel "Female" instead of the value"1"."

8 If you create anew variable using “compute” or “recode” (see chapter 2) or add variables using “merge” (see
chapter 13), you must define the attributes of the variables after the variables have been created/added.
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To define the attributes, click on the Define Variable
title of the variable that you wish to v arinble Name: [
define. y ._zlnaD = .?m.e. AN oE. I
—% ariable D eszcription
Tupe: Mumericll.2 ﬂl
Goto DATA/ DEFINE wariable Label: Help I
VARIABLE (or double-click on the Missing W alues: Mone
Ieft mouse). Alignmemnt: Right
— Change Settings
Sections 1.2.ato 1.2.e describe how Tupe. .. I Mizzing Walues. .. I
to define the five attributes of a
. Labels.. I Colurnn Eormat. .. I
variable.

Ch 1. Section 2.a. Variable Type

Choose the Type of datathat the variable should be stored as. The most common choiceis
“numeric,” which means the variable has a numeric value. The other common choiceis
“string,” which means the variableisin text format. Below is atable showing the data types:

TYPE EXAMPLE
Numeric 1000.05
Comma 1,000.005
Scientific 1*e3

(the number means 1 multiplied by 10
raised to the power 3, i.e. (1)* (10°)

Dollar $1,000.00

String Alabama

SPSS usually picks up the format automatically. Asaresult, you typically need not worry about
setting or changing the data type. However, you may wish to change the data type if:

1. Too many or too few decimal points are displayed.

2. Thenumber istoo large. If the number is 12323786592, for example, it is difficult to
immediately determine its size. Instead, if the data type were made “comma,” then the
number would read as “12,323,786,592.” If the data type was made scientific, then the
number would read as “12.32* E9,” which can be quickly read as 12 hillion. ("E3" is
thousands, "E6" ismillions, "E9" is billions.)

Currency formats are to be displayed.

Error messages about variabl e types are produced when you request that SPSS conduct a
procedure’. Such a message indicates that the variable may be incorrectly defined.

" For example, “Variable not numeric, cannot perform requested procedure.”
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Example 1: Numeric datatype

To change the data"Type," click on the
relevant variable. Goto DATA/ DEFINE
VARIABLE.

The dialog box shown in the picture on
the right will open. Inthe area“Variable
Description,” you will see the currently
defined datatype: “Numeric 11.2" (11
digit wide numeric variable with 2
decimal points). Y ou want to change this.

To do so, click on the button labeled
“Type.”

The choices are listed in the dialog box.

Y ou can see the current specification: a
"Width" of 11 with 2 "Decimal Places."

In the “Width” box, specify how many
digits of the variable to display and in the
“Decimal Places’ box specify the number
of decimal places to be displayed.

The variable is of maximum width 68, 0
type 6 into the box “Width.” Sinceitisan
ID, the number does not have decimal
points. You will therefore want to type O
into the box “Decimal Places.”

Click on “Continue.”

Define Variable

YWariable Mame: I

Y ariable Description
Type: Mumenc1l.2
Vanatle Lanel

Mizzing Walues: Mone
Alignment; Right

— Change Settings

Miszing ¥ alues. . |

Labels.. |

Colurnn Eormat. . |

Define Variable Type: fam id

& Numeric

width: [11

™ Dt

™ Scientific notation
™ Date

™ Dallar

™ Custom cumency
™ Shing

L ecimal Places: |2_

Define Yariable Type: fam_id

* ] e
& Numeric

width: [6
™ Dot

™ Scientific natation
i~ Date

™ Dallar

™ Custom cumency
™ Shing

[1ecimal Places: IEI_

Continue

Cancel

Help

il

8 We knew this from information provided by the supplier of the data.
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Click on “OK.” Define Yariable

The data type of the variable will be ariable Name: [fam_id

changed from “width 11 with 2 decimal I
Tywpe: MumericE.0

places’ to “width 6 with no decimal
kizzing "u"alueg-: MHone

places.”
Alignmment: Right

— Change Settings

Mizzing Y alues. .. I

Labelz. . Calurnt Eormat. I

Cancel

Help

i

Example 2: Setting the data type for adummy variable

Gender can take on only two values, 0 or 1, and has no post-decimal values. Therefore, awidth

above 2 isexcessive. Hence, we will make the width 2 and decimal places equal to zero.

Click on thetitle of the variable gender in Define Variable
the data editor.
Wanable Mame: Igender
Goto DATA/ DEFINE VARIABLE. Yariable Description
Type: Mumenc9.0
Click on the button “Type.” Yanahle Label
Mizzing Walues: Mone
Alignment; Right

Change Settings

tizzing Walues. . |

Labels.. | Colurnn Eormat. . |

Cancel

i) 8

Help

Change widthto 2 and decimal placesto 0 YRR TRl .
by typing into the boxes “Width” and
“Decimal Places’ respectivelyg.

width: [2
Click on “Continue.” " Dt
™ Scientific notation

i~ Date
™ Dallar
™ Custom cumency
™ Shing

Decimal Places: IEI_

Cantinue
Cancel

Help

-

9 A width of 1 would also suffice.
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Click on“OK.” Define Yariable
Wanable Mame: Igender
Cancel |
Help |
Mizzing Walues: Mone
Alignment; Right
— Change Settings
tizzing Walues. . |
Labels.. Colurnn Eormat. . |
Example 3: Currency type format
We now show an example of the dollar Define Variable |

format.

Click on the variable wage. Go to DATA/
DEFINE VARIABLE.

Click on the button "Type.”

Wage has been given a default data type
"numeric, width of 9 and 2 decimal
places.”

This datatypeis not wrong but we would
like to be more precise.

Wanable Mame:

—%ariable Description
Type: Mumenc9.2

Warniable Label:
Mizzing Walues: A0.00 - 1000.00,
Alignment; Right

Labels..

— Change 5ettingz
tizzing Walues. .

| Colurnn Eormat. .

Cancel

i+

Help

Define ¥anable Type: wage

Dot

Scientific notation

Drallar

Custom curency

-
~
~
 Date
-~
~
~

String

width: [3

Decimal Places: |2_

=]

Cancel

ud]

Help
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Select the datatype "Dollar.”

Enter the appropriate width and number of
decimal placesin the boxes "Width" and
"Decimal Places.”

Click on "Continue.”

Click on"OK."

Now, the variable will be displayed (on-
screen and in output) with adollar sign
preceding it.

Define ¥anable Type: wage

T WYY Y

Hurneric ;I Contitiue I
Comma

B ; J Caticel |
Do

Scientific notation R Help

= SHHH BT ad —l
Date

Pl < — width: EN

Custom cumency Sl Fl _ |2—

Sting ecimal Places:

Define Yanable Type: wage

p
r
.
-
-
S
.
-

Humeric it =
Comma $HH

FHHH
Lo i
Scientific naotation | $8.4484

$H HH it =l
Date

Custom currency

Ll width: [5
r

: Cecimal Placed |2
Sking

Define Yanable

Canicel |
Help |

(

Ty

warlable LIe b
Type: Dollars.2

Mizzing Walues: $50.00 - $1.000.00,
Alignmment: Right

K E
Wariable Marne: Iwage oK

— Change Settings

Mizzing Walues. . |

Labels.. Column Format. . |

4 Cancel |
Help |

Ch 1. Section 2.b. Missing Values

It is often the case that agencies that compile and provide data sets assign values like “99” when
the response for that observation did not meet the criterion for being considered avalid

response. For example, the variable work_ex may have been assigned these codes for invalid

responses:

e 97for “No Response”
e 98for “Not Applicable”
e 99for “lllegible Answer”
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By defining these values as missing, we ensure that SPSS does not use these observationsin any

procedure involving work_ex™.

Note: We are instructing SPSS: "Consider 97-99 as blanks for the purpose of any calculation or
procedure done using that variable." The numbers 97 through 99 will still be seen on the data
sheet but will not be used in any calculations and procedures.

To define the missing values, click on
the variable work_ex.

Goto DATA/ DEFINE VARIABLE.
In the area“Variable Description,” you
can see that no value is defined in the

line“Missing Values.”

Click on the button “Missing Values.”

The following dialog box will open.

Here, you have to enter the values that
are to be considered missing.

Dehne Yanable HE3 I

W ariable Mame: Iwu:urk_e:-c

Variable Dezcription
Type: Mumeniz9. 2
Varable | abel: i ork Expernence Help

I Mizzing Walues: MNone

Cancel

il

Change Settings

Mizzing Walues. . |

Type... I

Colurnn Farmat. .. I

Define Missing Yalues: fam_id

Continue

" Dizcrete missing values

= Range of miszing walues

Cancel

dill;

Help

(¥} I High I

" Range pluz one discrete missing value

Lt I H it I

[zarete walie: I

10y ou will still seethese numbers on the screen. The values you define as missing are called “User (defined)
Missing” in contrast to the “System Missing” value of “null” seen as a period (dot) on the screen.
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Click on “Discrete Missing Values.”

Enter the three numbers 97, 98, and 99
as shown.

Another way to define the same missing

values: choose the option "Range of
Missing Values.”

Enter the range 97 (for "Low") and 99
(for "High") as shown. Now, any
numbers between (and including) 97
and 99 will be considered as missing
when SPSS uses the variablein a
procedure.

Define Miszing ¥Yalues: work_ex

' No mizzing values Continue

+ Dizcrete mizzing values Cancel

37
| EZEN R C= I Hep |

" Fange of mizsing values

i

| I Hiaf I

" Fange pluz one discrete missing value

Lt I H it I

[EErefe walie; I

Define Missing Yalues: fam_id

2]
= Mo mizsing values
O Discrete mizzing values Cancel |
a7 94 ol
I I I Help |
*“ Bange of misging wvalues
Lo I High: I

" Range pluz one discrete missing value

Lt I H it I

[zarete walie: I

Define Miszing ¥Yalues: work_ex

' No mizzing values Continue

" Dizcrete missing values
= 5 Cancel

4

I I I Help

&' Fange of mizsing values
Low: |37 High: |34

" Fange pluz one discrete missing value

Lt I H it I

[EErefe walie; I
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Y et another way of entering the same
information: choose "Range plus one
discrete missing value.”

Enter the low to high range and the
discrete value as shown.

After entering the values to be excluded

using any of the three options above,
click on the button "Continue.”

Click on"OK.”
In the area“Variable Description,” you

can see that the value range “97-99” is
defined in theline “Missing Values.”

Ch 1. Section 2.c.

Define Miszing Yalues: fam_id

' No mizzing values

" Dizcrete missing values

J97 EE

EE
" Fange of mizsing values
Low: |97

*(: Range pluz one dizcrete mizzing value
Lo Il High: I

Digorete valuie: I

High: |34

Continue

Cancel

4

Help

Define Missing Yalues: work_ex

= Mo mizsing values

" Dizcrete missing values

= Range of miszing walues

(¥} I High I

& Fange pluz one discrete missing value

Law: ISF High: IE|EI

Digcrete walue: I-'I

Cancel |
Help |

Define Yanahle

Wanable Mame: Iwu:urk_e:-:

Wariable Deszcription
Type: Mumencd.2

I bizzing “Walues:

Change Settings

Type... |

Labels.. | Colurmn Eormat....

21X
ok,

Cancel |
Help |

Column For mat

This option allows you to choose the width of the column as displayed on screen and to choose
how the text is aligned in the column (left, center, or right aligned). For example, for the
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dummy variables gender and pub_sec, the column width can be much smaller than the default,
which isusually 8.

Click on the data column pub_sec. Define Variable |

Go to DATA/DEFINE

VARIABLE. Click on the button ariable Name: ~[pub_sec oK |
“Column Format.” —Wariable Description
] Cancel |
Type: Mumenc9.0
Yanable Label: Public: Sectaor Dy Help |
Mizzing Walues: Mone
Alignment; Right

— Change Settings

Type... | Migsing Walues. . |

Colurnn Eormat.,

Click in the box “Column Width.” Define Column Format: pub_sec HE|
Erase the number 8.
Column 'Width: |2 |

|' Test Alignment—————

Cancel

........... Help |

Type in the new column width “3." Define Column Format: wage
Click on “Continue.” Column Width: [3

Text Alighment————————
................. Cancel |
|Vf" Left 1 iCenter © Right

.............. HE|FI |

Click on“OK."
“ariable Hame: Ipub_sec: oK
Remember: the change to column — ' ariable Description r— |
format has only a cosmetic effect. Type: HumericS.0 —
. Wariable Label: Public Sectaor Diunnnng elp
It has no effect on any calculations Missing Valuss: S _Hele |
or procedures conducted that use the Aligrment: Right
variable. — Change 5 ettings
Tepe. .. I tigsing Walues. .. I
|:Elbl3|S ------------- .I Column ED[I‘I‘IEI[... I

Ch 1. Section 2.d. Variable Labels

Thisfeature allows you to type a description of the variable, other than the variable name, that
will appear in the output. The usefulness of the label liesin the fact that it can be along phrase,
unlike the variable name, which can be only eight letters long. For example, for the variable
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fam_id, you can define alabel “Family Identification Number.” SPSS displays the label (and
not the variable name) in output charts and tables. Using a variable label will therefore improve
the lucidity of the output.

Note: In order to make SPSS display the labelsin output tables and charts, go to EDIT /
OPTIONS. Click onthetab OUTPUT/NAVIGATOR LABELS. Choose the option "Label" for
both "Variables' and "Values." This must be done only once for one computer. See al so:
Chapter 15.

Click on the variable fam id. Goto
DATA/DEFINE VARIABLE.

Define Variable

“ariable Mame:  |(ElTs
In the area“Variable Description,” you
can see that no label isdefined in theline
“Variable Label.”

Wanable D esu.:nptlcun Canicel

il

Help

Alignment; Right

To define the labdl, click on the button
“Labels.”

Change Settings

Tupe... | Mizzing Yalues. .. |

Column Format. .. |

In the box “Variable Label,” enter the
label “ Family Identification Number.”

Define Labels: Fam_id

Wariable Label: IFamiI_l,l Identification Murmber

HE
Continue

Click on *Continue.” [ ¥ atis fabeks Cancel |
Walue: I
- Help
Walue Label: I —I
Aald I
Ehatge I
Eemaye I

Www.vgupta.com




Chapter 1: Data handling 1-16

Click on “OK.” Define Yariable

In the area “Variable Description,” you Mariable Mame: [fam_id

can see that the label “Family " ariable Description

I dentification Number” is defined in the Tupe: Murneict Cares|

line“Variable Label.” || Variable Label: Farnily dentifization Help |
FMizzing Yalues: W ane

Note: You will find this simple procedure Alignment: Right

extremely useful when publishing and/or
interpreting your output.

— Change Settings

Type... tizzing Walues. . |

Colurnn Eormat. . |

Ch 1. Section 2.e. Value Labelsfor Categorical and Dummy
Variables

If the variable is a dummy (can have only one of two values) or categorical (can have only a
few values, such as0, 1, 2, 3, and 4) then you should define "value labels" for each of the
possible values. Y ou can make SPSS show the labelsinstead of the numeric valuesin output.
For example, for the variable pub_sec, if you define the value O with the |abel “Private Sector
Employee” and the value 1 with the label “ Public Sector Employee,” then reading the output
will be easier. Seeing afrequency table with these intuitive text |abels instead of the numeric
values 0 or 1 makes it easier to interpret and looks more professional than a frequency table that
merely displays the numeric values.

In order to make SPSS display the labels, go to EDIT / OPTIONS. Click on the tab
OUTPUT/NAVIGATOR LABELS. Choose the option "Label" for both "Variables' and
"Values." This must be done only once for one computer. See aso: Chapter 15.

We show an example for one variable - pub_sec. The variable has two possible values: O (if the
respondent is a private sector employee) or 1 (if the respondent is a public sector employee).
We want to use text labels to replace the values 0 and 1 in any output tables featuring this
variable.

Note: Defining value labels does not change the original data. The data sheet still contains the
values0 and 1.
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Click on the data column pub_sec.

Go to DATA/DEFINE
VARIABLE.

Click on the button “Labels.”

Now, you must enter the Value
Labels.

Go to the box “Vaue.”

Enter the number 0. Then enter its
label “ Private Sector Employee” into
the box “Vaue Labels.”

Click on the "Add" button.

The boxes“Value” and “Value
Label” will empty out and the label
for the value O will be displayed in
the large text box on the bottom.

Define Yarnable

Wanable Mame: Ipul:u_seu:

—%ariable Description
Type: Mumenc9.0

" arnable Label: Public Sectar Dummy
Mizzing Walues: Mone
Alignment; Right

— Change Settings

Type... tizzing Walues. . |

Colurnn Eormat. . |

Cancel

Help

il 8

Define Labels: pub_zec

HE|

“ariable Label: IF'uI:uIiu: Sechor

Confinue

—alue Labels

W alue: ||

Walue Label: I
dd Qlo="Fivale Sector Employes”
[Efatme |
Hemowve |

Cancel

ddl

Help

Repeat the above for the value 1, then click on the "Continue" button.
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Dahirei: Labeks: pab_sec - Dahnee Labeks: pah_zec

Woarisble Labat  [Fublic Sector Warishle Labet  |Fublic Sector

Corirue
Vishie Labels Cancsl | Vahie Labels
Walye: I ” I Wakye: |

Vo Labek [Publc Sector Emploed

Yo Labet |

&dd | (= "Fayste 5 st £ mplopsss | ll: :"I'I:;:'*H*'-::q.:ll'_:l[l "r-lf-:-liel"
[
e Vol

Clickon“OK.” Dehine ¥anable EHE

‘W aniable N ame: I pub_zec

To see the labels on the screen, go to VIEW and rariable Deserinti ok
click on the option “VALUE LABELS.” Now, LS DEEALE | Cancel |
instead of 1sand Os, you will see “Public Sector Type: Numeric30 :

I 0 . y . Warniable Label: Public Sectar Help |
Employee” and “ Private Sector Employee” in the Missing Values:  Mone

cells of the column pub_sec. See aso: chapter 15. Alignment; Riight

— Change Settingz
Type... Migzing Walues... |

Calurnt Eormat. |
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Ch 1. Section 2.f.

Goto UTILITY/VARIABLES.
When you click on avariable’'s
name in the left portion of the
dialog box that comes up
(shown below), the right box
provides information on the
attributes of that variable.

i Wanables

wiork_ex

Perusing the attributes of variables

Yariable Information:

age
Label:

Type: FB.2

Mizzing VWalues: none

Yalue Labels:

Go Tu:ul Pazte | Cloze | Help |

Locating a column (variable) in adata set with alarge number of variables

Sometimes you may wish to
access the column that holds the
datafor aseries. However, age

d
because of the large number of Far;‘jd
columns, it takes a great deal of farm_rmerm
time to scroll to the correct

pub_zec

variable. (Why would youwant | |wage
to access a column? Maybe to wiork_ex
see the data visually or to define
the attributes of the variable
using procedures shown in
section 1.2).

Luckily, thereis an easier way
to access a particular column.
Todoso, goto UTILITY /
VARIABLES. When you click
on avariable' s namein the left
portion of the dialog box that
comes up (see picture on the
right), and then press the button
“Go To,” you will betakento
that variable's column.

W ariable [nformation;
gender

Label:

Type: FB.2

Mizzing Walues: none

Yalue Labels:
.00 Female
1.00 Male

v

Go Tu:ul Pazte | Cloge | Help |
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Ch 1. Section 2.g. The Fileinformation utility

In section 1.2, you learned how to define the attributes of avariable. Y ou may want to print out
areport that provides information on these attributes. To do so, goto UTILITY / FILE
INFORMATION. Thefollowinginformation is provided.

WAGE WAGE 1
Print Format: F9.2
Wite Format: F9.2

11 2

WORK_EX WORK EXPERI ENCE*
13

2
Pri nt For mat 14: F9
Wite Format: F9
M ssi ng Val ues™ 97 thru 99, -1

EDUC EDUCATI ON 3
Print Format: F9
Wite Format: F9

FAM | D FAM LY | DENTI FI CATI ON NUMBER (UNI QUE FOR EACH FAM LY) 4
Print Format: F8
Wite Fornat: F8

FAM MVEM FAM LY MEMBERSHI P NUMBER (I F MORE THAN ONE RESPONDENT FROM
THE FAM LY) 5

Print Format: F8

Wite Fornat: F8

GENDER 6
Print Format: F2
Wite Format: F2

Val ue Label 16
0 MALE
1 FEMALE
PUB_SEC 7

Print Format: F8
Wite Format: F8

Val ue Label
0 PUBLI C SECTOR ENMPLOYEE
1 PRI VATE SECTOR EMPLOYEE

1 Thisis the name of the variable.
2 Thisisthe "Variable Label."
13 Thisis the column number of the variable.

¥ Thisisthe "Data Type." A type"F9.2" means—- Numeric ("F" isfor Numeric, "A" for String), width of 9, 2
decimal points.

5 Thisisthe "Missing Value" definition.
18 Thislist gives the "Value Labels for the variable gender.
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AGE 8
Print Format: F8
Wite Format: F8

Ch 1. Section 3 Weighing Cases

Statistical analysisistypically conducted on data obtained from “random” surveys. Sometimes,
these surveys are not truly "random" in that they are not truly representative of the population.
If you usethe dataasis, you will obtain biased (or less trustworthy) output from your analysis.

The agency that conducted the survey will usually provide a"Weighting Variable" that is
designed to correct the biasin the sample. By using this variable, you can transform the
variablesin the data set into “Weighted Variables.” The transformation is presumed to have
lowered the bias, thereby rendering the sample more "random.” 1

Let's assume that the variable fam_mem isto be used as the weighing variable.

Go to DATA/WEIGHT CASES. ! Weight Cazes HE
Click on “Wei ght Cases By.” :33:6“':‘ r Do nat weight cazes Ok |
farn_id 0% Walei Past
Select the variable fam _id to use as the weight gender Weight i?zez:: Tl il
by moving it into the box “Frequency f;“abg—;e': E Pt : Beset |
Variable.” wirk_ex : Cancel |
Click on“OK.” Current Status: Do not weight caszes Help |

Y ou can turn weighting off at any time, even after the file has been saved in weighted form.

To turn weighting off, go to DATAWEIGHT

CASES.
| | e
Click on“Do Not Weight Cases. _f.@m_ai_d ________________ PR — |
ender
: « " Ehj wage [ErEqueriEyt ariatlE;
Click on “OK. _wag E‘
one
pre_1 |
pub_zec
res_1 j Current Status: Do not weight cases Help |

Ch 1. Section 4 Creating a smaller data set by aggregating
over avariable

Aggregating is useful when you wish to do amore macro level analysis than your data set
permits.

17 Our explanation is simplistic, but we believe it captures the essence of the rationale for weighting.
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Note: If thistopic seemsirrelevant, feel freeto skip it. Most projects do not make use of this

procedure.

Let's assume that you are interested
in doing analysis that compares
across the mean characteristics of
survey respondents with different
education levels. You need each
observation to be a unique
education level. The household
survey data set makes this
cumbersome (as it has numerous
observations on each education
level).

A better way to do this may be to
create anew data set, using
DATA/ AGGREGATE, in which
all the numeric variables are
averaged for each education level.
The new data set will have only 24
observations - one for each
education level.

This new data set will look like the
picture on theright. There areonly
24 observations, one for each
education level. Education levels
from O to 23 constitute a variable.
For the variable age, the mean for
arespective education level isthe
corresponding entry.

To create this data set, go to

5 AEGH - PSS Dt |l

S [ Yew [ [rwwn Zasier Do (Meer Wnis Heo

10wage | EOSTSEISINS j
e |nrh_|l_lI wagm_| ||l|3b_-_1| agn_1 |5ﬂdl1'_1| Ty | war
i fi 17 65| £ 1 | 35| e | |
] 1 !
2 NEET ]
3 L 1S
L1 3 = 3
& i i e I
i i i| i
7 313 -
[ g g| 3 12| 7T
[ 9| 1| i
1 10 | 144 19. 25 )]
41 1| £ 1 1]
12 (I | i
(] | (] i il
¥ ! i 4
1] i BB i : |
11 E B | 1 I8
Li £ B | |
I7 | #
L] 141 |
B | -|
o] | A

: Agaregsts Daks

adLic
Thewhite box ontop ("Break  |im-r ]
Variable(s)" iswhere you mﬂ?__ ; eriablels]

place the variable that you
wish to use as the criterion for
aggregating the other
variables over. The new data
set will have unique values of
this variable.

[T 5arem reanbe of cases in beak Qoup a3 vwailable I EREA
= Creste resa dats fle
™ Fgplecs woking dala lia

The box “Aggregate
Variable(s)” iswhere you
place the variables whose

Fijie.... IH:'i.Phpu- B Hhewoet A G GH 54N

HUAR

Help

aggregates you want in the
new data set.

www.vgupta.com




Chapter 1: Data handling 1-23
Move the variables you want : Aggregate Data [F] =]
to aggregate into the box pen
“Aggregate Variable(s).” e
T

. [
Note that the default function T |
“MEAN?” is chosen for each e
variablels. wand,_ s wage 1 = MEAN F..n:ll:l'."

pub_i@_1 = MEANIpUD_sec

Move the variable whose
values serve as the
aggregation criterion (here it
is educ) into the box “Break
Variable(s).”

The aggregate data set should
be saved under anew name.
To do so, choose “ Create
New DataFile” and click on
the "File" button.

o, CERSC = I*
e Croste rew data e '.ths.wm.nsm.uu

Blame & Labsl

™ Sarve rusmbes of cases in beesk group at vaiisble [ FoE0
@ Crederewdstafle  Fie. | H:A\Pbpo 5120ewcohABGR 54V
" Fipplace working dats fis

L Aggregate Dats

e

Fam_nd
F&mi_=am Pt I
gk —
o pec Bt I
waags ati Vanatie] x| a
ik, A wotk_& 1 = MESN soik_iex) sl I
wage 1 = MEANIsage]
pub_se 1 = MEAMIpub sec) Help I
B age 1 = BEE SR age]

gende_ 1 = BEAN[gerder]

[T §aem rammbes of oases in eesk geoup 8 varisbls |0 [0l
= Creste res data Gle Fils.., IH:'-.Phpu-E-ﬁ'-.mmd'-.AEEH.SA'.'
i~ Fipplsce woking dala fle

T E— Beeas Vaniabhe|st
= il = A m
Fam_nd adus -
F&am_=aim [
L._:Jr-lqjgl B _4'
._u.”'.:h Appeegate Vaiable|s) E‘il
Yk, g wotk_g 1 = MEAN mok_ex] T I
mage 1 = MEAMNIsage]
Hep |

oun it 1 = MEAMIpuD sec)
Jil’." 1= "-'E-:-rl!ﬁl

Mameblabed | Furetion |

[T & e reamibe of cases g

™ Replacs woking datas s

%8 In the next example, we show how to choose other statistics as the criterion for aggregation.
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Select alocation and namefor [IEEEYEE
the new f||e Look it I =5 ewcel

Click on “Open.”

A new datafileis created.

The variable educ takes on
unique values. All the other
variables are transformed
values of the original
variables.

¥ work_e 1isthemean
work experience (in the
original data set) for each
education level.

3 wage 1 isthe mean wage
(inthe original data set)
for each education level.

3 pub_se listhe

proportion of respondents

who are public sector
employees (in the
original data set) for each
education level.

¥ age listhemean age(in
the original data set) for
each education level.

¥ gender_listhe

proportion of respondents

who are female (in the
original data set) for each
education level.

File name: Sggr

m—fp Oecn |

Files of type: SPSS ["zav)

=L ey
Cancel |

Fe EF Sev (i Tociw Joi Opow e Wrie [

.
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The variable gender_1 refers

to the proportion of females at
each education level’®. We
should define the attributes of
this variable.

To do so, click on the variable
gender_1 and goto DATA/
DEFINE VARIABLE.

Click on “Labels.”

Enter an appropriate label.

Click on “Continue.”

Click on “OK.”

The new label for the variable
reflects accurately the
meaning of each valuein the
variable gender_1.

Do the same for the other
"proportion” variable,
pub_se 1.

The continuous variables are
not the same as in the original
data set.

Y ou should redefine the
labels of each continuous
variable. For example,
wage 1, age 1, and
work_e 1 should be labeled
as “Means of Variable’
(otherwise output will be
difficult to interpret). Also,

"Wariable Mame:

Wariable Dezcription
Type: Mumericd 2

Cancel

“fariable Label: Help
bizzing Walues: Mone
Alighment: Right

Change Sethings

Tupe... | Mizzing Walues. .. |

Labels.. | Colurnn Format. .. |

Define Labels: gender_1

El E3

Wariable Label: BProportion of Females

Walue Labels

Cancel
Help

Walue:
Walue Label: |
Dehne Yanable
Wariable Marme:
W ariable Drezcription Cancel
Type: Humericd.2
Wariable Label: Help
Mizzing Walues: Mohe
Alignment: Right

Change Settings

Tupe... | kizzing Walues. .. |

Labels.. | Colurnn Earmat. .. |

Define Labels: wage_1

El E3

Wariable Label:
Walue Labels

—

|Mean Wage

Walue:
Walue Label:

il

Continue

Cancel

il

Help

¥ In our data set, females have avalue of 1 in the variable gender.
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you may make the error of
referring to the variable as
"Wage" when, in redlity, the
new data set contains values
of "Mean Wage."

Using other statistics (apart from mean)

To go back to the DATA /
AGGREGATE procedure:
you can use afunction
different from “mean.”

After entering the variablesin
the dialog box for DATA/
AGGREGATE, click on the
variable whose summary
function you wish to change.

Click on “Function.”

Choose the function you
would like to use for
aggregating age over each
value of education level.

Click on “Continue.”

Fan_i
Farm_ e
e
[T
veags

e aw

Xl

pulb_ge_1 = MEANDub_sec)
wage_1 = MEAN}=age
woik_e 1 = MEAN=ok_ex]

}

Furectian_ |

MametLabed |

[T Serve reambe of cases in eaak gioup a5 vaiabla I BRI
0+ Creste resy dats G Filie IH:'l.F‘hpu-5-12'l.e:¢n:h!|EGH.54ﬁ.‘|’

" Flpplace vosking data fi=

Aggregate Data: Aggregate Function

Sumrnary Function for S elected % ariable(z)

" Mean of walues
" First value
" Last value

" Mumber of cases

I= | Hissing IF | UnweighteS

" Standard deviation

= Minimum walue

[

Cancel I
Help I

wale: I

" Percentage above
" Percentage below
" Fraction abowve

" Fraction below

ot I Higkn I

i~ Percentage inside
i~ Percentage outside
i~ Fraction inzside

i~ Fraction outside
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You can change the names T 1]

and labels of the variablesin

o I
the new data set. i aduc . -
fam_mem | : I Paite I
Click on “Name & Label.” T Bt
i Sggeagate Vanable|:]
vondk_ax Fage 1=500000e] [

gende 1 = MEAH[gerder]
oub_te 1 = MEANDub sec) Help I
wage_1 = MEAR =age

wotk_e 1 = MEAR=mk_ex]

s |

[T Sam ruamibes ol eases in beagk gioup at vailsbla I BRE#,
(% Cresbe res data e File: IH:'-.Phpu-5-12'-.e:-rn:I'u!|EGF|.5|ﬁ.‘|’
" Fpplyce woking data fi=

Change the variable name and
enter (or change) the label.
(or change) SUM(eoe]

Click on “Continue.” Hame: |ERi=8 Cancel |

Label: ISUITI of Age Help I

Save the file using a different
name. To do so, click on

} O Beeak Varighle|
“Create new datafile” andthe |~ . h—ﬂ ok 4
button “File.” Select apath Fam_mem B Easte |
and name. g Foes
wiage . Bagiagats Vanahis|) 4|
Click on “OK.” v g | age 1 Sus of Age = EUMlagel [P |
gende 1 = MEAH[gerder]
pub_se_1 = MEAMIDUY_sec) H
[ o s JNEREN
otk e 1 = MESNFsoik_ex)

Memeflabsl | Furction |

™ Serm ruamibed of Gases in ek goup a5 vailabla I BRE#
% Creshe resw dats bl Fil.. |HPPbpo 517 ecat AGGER 540
" Flpplace vosking data fi=

Y ou can create several such aggregated files using different break variables (e.g. - age and
gender, etc.). Inthe former there will be as many observations as there are age levels. Inthe
latter the new data set will be aggregated to a further level (so that male and 12 yearsis one
observation, female and 12 yearsis another).
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Ch 1. Section 5

Sorting

Sorting defines the order in which data are arranged in the data file and displayed on your
screen. When you sort by avariable, X, then you are arranging all observationsin the file by
the values of X, in either increasing or decreasing values of X. If X istext variable, then the
order isaphabetical. If itisnumerical, then the order is by magnitude of the value.

Sorting a data set is a prerequisite for several procedures, including split file, replacing missing

values, €tc.

Goto DATA/ SORT.

Click on the variables by
which you wish to sort.

Move these variables into the
box “Sort by.”

The order of selectionis
important - first the datafile
will be organized by gender.
Then within each gender
group, the data will be sorted
by education. So, all males
(gender=0) will be before any
female (gender=1). Then,
within the group of males,
sorting will be done by
education level.

L et's assume you want to
order education in reverse -
highest to lowest. Click on
educ in the box “ Sort by” and
then choose the option
“Descending” in the area
“Sort Order.”

Clickon“OK.”

' Sort Cases

age
educ
fam_id
fam_mem

pub_zec
wage
wiork_ex

Sort by

— Sart Order
" Azcending
" Descending

=]

Easte
Rezet
Cancel

Help

' Sort Cases

age
farm_id
fam_rnem
pub_zec
wage
work_ e

nender [&

teduc [A]

Sart Order
" Azcending
" Descending

4

]

T T

Paszte
Rezet

Cancel

! Sort Cazes |

age
farn_id
fam_rmem
pub_sec
wage
wiork_ex

Sort by:

ender [4
<] %mﬁ“

Sort Order
" Azcending

7 Deccendng |

Bazte |
Beset |

EEEN

Help
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Example of how the sorted data will ook (ascending in gender, then descending in educ)

gender educ wage age work_ex
0 21 34 24 2
0 15 20 23 2
0 8 21 25 5
0 0 6 35 20
1 12 17 45 25
1 8 14 43 27
1 6 11 46 25
1 3 7 22 2

Ch 1. Section 6

Ch 1. Section 6.a.

Reducing sample size

Using random sampling

Let's assume you are dealing with 2 million observations. This creates a problem - whenever
you run a procedure, it takes too much time, the computer crashes and/or runs out of disk space.
To avoid this problem, you may want to pick only 100,000 observations, chosen randomly,

from the data set.
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Go to DATA/SELECT CASES.

Select the option “Random Sample
of Cases’ by clicking on the round
button to the left of it.

Click on the button “ Sample.”

Select the option “ Approximately”
by clicking on the round button to
the left of it.

Type in the size of the new sample
relative to the size of the entire data
set. Inthis exampletherelative size
is 5% of the entire data - SPSS will
randomly select 100,000 cases from
the original data set of 2 million.

Click on “Continue.”

s Select Cases

— Select

age
educatio
far_id
fam_rmem
filter_% [F..
gender -
pub_zec Fand
wage
wiork_em

4l cases
" |f condition is satisfied

educatia = &

ample of cazes

™ Baszed on time or caze range

Eamges.. |

= Use filter variable;

]!

— Unzelected Cazes Are

& Filtered " Delated

Current Status: Filter cazes by values of filker_%

] | Easte | Eesetl I:ar'u:ell Help |

+ Select Cases: Random Sample

x]

Sample Size

% Approximately |5 % of all cases

" Exactly cazes from the first

Ccases
|

WI Cancel |

Help |
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On the bottom, choose “ Deleted.”
Click on “OK”

Save this sample data set with a new
file name.

Note: Be surethat you cannot use
the original data set before opting to
use this method. A larger data set
produces more accurate results.

Ch 1. Section 6.b.

i Select Cases

educ
farn_id
fam_rmem
gender
[wage
old_wage
ane
pre_1
pub_zec
qcl_1
qol_2
res_1
zqage
wage
wiork_em

—Select

= All cazes
 |f condition is satizfied

\.:

el &

" Random sample of cases

i

Sample... | Approximately 5 % of cases
™ Based on time or caze range

Hanme..

i

= Use filker variable:

v |

B

— Ungelected Cazes Are
¢ Filtered

Current Status: Do not filker cases

WI Paste | Eesetl Eancell Help |

Using atime/caserange

Y ou can also select cases based on time (if you have avariable that contains the data for time)
or case range. For example, let's assume that you have time series datafor 1970-1990 and wish
to analyze cases occurring only after a particular policy change that occurred in 1982.

Goto DATA/SELECT CASES.
Select the option “Based on Time or

Case Range” by clicking on the round
button to the left of it.

Click on the button “Range.”

: Select Cases EE
Smlact
age
[ Fal | ] ™ Al camag
Fan_id ~
8T e 7 oradhion o +abelied
Mei_%
[= g =]
rads T ™ Rarglam zampds of cacez
vangs I
vtk
# & Based om bine o case langs
™ e ey aiiabe:
N L
Uniseheobend Cases Sie
= Edmind M Cinlmind

Ciaigrl Statis: Fiber cavas bis wabois ol Be_§

| |Enl!||:-1ndj H-lpl
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Enter the range of years to which you : Select Cases: Range

wish to restrict the analysis. First Case  Last Case e
Ob=servation: |1 = 1=hed |1 EER] Carcel I

Note: The data set must have the Help |

variable"Year."

Click on “Continue.”

Select the option “Filtered” or i Gelect Cases
“Deleted” in the bottom of the dialog e Skt
bOXZO ;'"""1 Al cases
. T
Fmrrr rresme ™ IF poorscibon e safshed
[ e ]
(= I T
- r Fianglom zampls of caces
e 1
H “ ” b e
Click on “OK :,:I 1 ¥ Fasad o lims o cacs angs
l.'u:.-:-: 1532|h.u 1930
™ L ey arialies:
N
Unzmbectad Cazex Sia
¥ Fitmied ™ Dilsted

Cuarend Siatus: Do raod e oases

— | Easts | Rmest | Concel | Hep |

Ch 1. Section 7 Filtering data

It will often be the case that you will want to select a Sub-set of the data according to certain
criteria. For example, let's assume you want to run procedures on only those cases in which
education level isover 6. In effect, you want to temporarily “hide” cases in which education
level is 6 or lower, run your analysis, then have those cases back in your data set. Such data
manipulation allows a more pointed analysis in which sections of the sample (and thereby of the
population they represent) can be studied while disregarding the other sections of the sample.

Similarly, you can study the statistical attributes of females only, adult females only, adult
females with high school or greater education only, etc®. If your analysis, experience, research
or knowledge indicates the need to study such sub-set separately, then use DATA/ SELECT
CASE to create such sub-sets.

2 |f you choose “ Filtered” then the cases that were not selected will not be used in any analysis, but will also not be
deleted. Rather, they will be hidden. In the event that you wish to use those cases again, go to DATA/ SELECT
CASES and choose thefirst option, “All Cases.”

2L Apart from allowing you to concentrate on a Sub-set of the sample, SELECT CASE (or filtering, asit is often
called) creates dummy variables on the basis of the subgroup you filter. Let's assume you have used DATA/
SELECT CASE to filter in adult females. SPSSwill create a new variable that takes the value of 1 for thefiltered in
observations (i.e. - for adult females) and avalue of 0 for all other observations. This dummy variable may be used
in regression and other analysis and, even more importantly, in running a comparative analysis to compare the
differencesin statistical and graphical results for adult females versus the rest (see chapter 10). Ignore this footnote
if itistoo complex or seemsirrelevant. We will get back to the use of filtering later in the book. Within the proper
context, the usefulness will become apparent.
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Ch 1. Section 7.a. A simplefilter

Suppose you want to run an analysis on only those cases in which the respondents education
level is greater than 6. To do this, you must filter out the rest of the data.

Goto DATA/ SELECT CASE

' Select Cases

age
@l cazes
. . f d I i enasesinaee easesnnes e mareass
When the dialog box opens, click on fam mem L Y coniton s satisfed
“If condition is satisfied.” geEder I.. j_
pub_sec
wage " Fandom sample of cases
work_es Sample... |
Click on the button “If.” " Bazed on time or case rangs

i

Hanges..

= Usze filter variable:

y |

B

— Unzelected Cazes Are
& Filtered ™ Deleted

Current Statuz: Do not filker cazes

] I Easte | Eesetl Eancell Help |

Thewhite boxed area”2" intheupper R TTorTIN 1
right quadrant of the box is the space

where you will enter the criterion for lage
selecting a Sub-set. R

fa
Such a condition must have variable g ,
names. These can be moved from the ﬂi%gsec o Ewciors: | - |
box on the left (area™1"). wirk_gx : B (45 [numespr

P B test value value, .. )

Area"3" has some functions that can , iﬁﬂm?ﬁ
be used for creating complex a COFNORM[zvale|
conditions. COF BERNOULLI(gpl

Area"4" has two buttons you will use
oftenin filtering: "&" and "|" (for "or").

Asyou read this section, the purpose
and role of each of these areas will
become apparent.
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Select the variable you wish to use in
the filter expression (i.e. - the variable
on the basis of whose values you
would like to create a Sub-set). In this
example, the variable is educatio.

Click ontheright arrow to move the
variable over to the white area on the
top of the box.

Using the mouse, click on the greater
than symbol (“>") and then the digit 6.
(Or you can typein“>" and “6" using
the keyboard.)

You will notice that SPSS
automatically inserts blank spaces
before and after each of these, soif you
choose to type the condition you
should do the same.

Click on “Continue.”

You'll seethat the condition you
specified (If educatio > 6) isin this
dialog box.

Move to the bottom of the box that
says “Unselected Cases Are” and
choose “Filtered.” Click on"OK."?

Select Cases: If
educatio j
H
pub_zec Functions:
s j 7 ﬂﬂ Functions Q
wark_ex J <=)x= ﬂﬁﬂ AB S numexpr] ﬂ
P R A [test value value.,...)
J —I—I ﬂﬂﬂ ARSIM[numexpr)
] o aRT AN numespr
= [= COFMORM[zvalus]
= 0] _Delete §) o peRnGULLI ) =
Eontinuel Cancel | Help |

Select Cases: If

C— g
fam_id
fam_mem j
gender E
pub_sec Functions:
oo j LILI ﬂﬂﬂ Functionz
wiark_ex J 5= ﬁl ﬂﬂ@ ABS[numespr) ﬂ
EN R o ANV [test,value value,...)
J —I—I ﬂﬂﬂ ARSI [numespr)
e o | aRTANumespr
= COFMORM[zval
2| =10 _oelete | EDF.BEHN[SBT_EEL,D] =
| Cancel Help |

Do not choose “Deleted” unless you
intend to delete these cases
permanently from your data set as, for
example, when you want to reduce
sample size. (We don’'t recommend
that you delete cases. If you do want
to eliminate some cases for purposes of
analysis, just save the smaller data set
with adifferent file name.)

: Select Cases

— Select

age

: i Al cases
Fam_ld i |f condition iz satisfied
arn_mem
gender | educatio > B
pub_zec
Wane ™ Random sample of cazes
work_ex

Sample:.. |
Eamgae... |

™ Use filker wariable:

" Bazed on time or case range

» |

Unselected Cazes Are
% Filtered

Deleted

Current Status: Do not filker cazes

Ok | Pazte | Be&etl Eancell Help |

22 5pSS creates a “filter variable” each time you run afilter. This variable takes the value 1 if the case satisfies the
filter criterion and O if it does not. This variable can be used as a dummy variable (see chapters 3-9). Also, if you
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The filtered-out data have a diagonal line across the observation number. These observations
are not used by SPSSin any analysis you conduct with the filter on.

Fem__ 4 l:'-n-_-- | =l [ER T S B e ks o s i o

e e S L ) g Cory

Ch 1. Section 7.b. What to do after obtaining the sub-set

Now that the data set is filtered, you can run any analysis (see chapters 3-10 for discussions on
different procedures). The analysiswill use only the filtered cases (those not crossed out).

Ch 1. Section 7.c. What to do after the sub-set isno longer
needed

After you have performed some procedures, use "All Cases' to return to the original data set.

Do not forget this step. Reason: Y ou may conduct other procedures (in the current or next
SPSS session) forgetting that SPSSis using only a Sub-set of the full data set. If you do so,
your interpretation of output would be incorrect.

want to compare more deeply between the filtered and unfiltered groups, use the filter variable as a criterion for
comparative analysis (see chapter 10).
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Goto DATA/ SELECT CASE i Select Cases EHE
ases P
“ ' P .

Select “All c at the top. e [ m—

Click on “OK " F:m::'ﬁem ™ |f condition is satisfied
gender f. ediz = B
old_wage
ahe ™ Random zample of cases
pre_1 |
bt sec Sample..
res_1 " Bazed on time or case range

Ch 1. Section 7.d.

Wage

wiork_ex F=ln{r]=%% |

" Lse filter vaniable:
vl

— Unzelected Cazes Are
% Hltered & [eleted

Current Status: Do not filker cases

0K I Paste | Eesetl Eancell Help |

Complex filter: choosing a Sub-set of data
based on criterion from morethan one
variable

Often you will want or need a combination filter that bases the filtering criterion on more than
onevariable. Thisusually involvesthe use of "logical" operators. Wefirst list these operators.

LOGICAL SYMBOL DESCRIPTION

COMMAND

Blank
Greater than

Greater than or equal
to

Equal to

Not equal to
Lessthan

Lessthan or equal to

Or

For choosing missing values.

> Greater than

>= Greater than or equal to
= Equal to

~= Not equal to®,

< Lessthan

<= Lessthan or equal to

This means “ satisfies EITHER criteria.” Let's assume you
want to run analysis on all females and all public sector
employees. The condition would be (gender=1 | pub_sec=1).

2 The symbol “~" can be obtained by pressing down on the shift button and clicking on the apostrophe button on the

upper |eft portion of the keyboard.
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LOGICAL SYMBOL DESCRIPTION
COMMAND
And & This means “ satisfies BOTH criteria” For example, if you
want to isolate public sector (pub_sec=1) females (gender=1),
your condition would be pub_sec=1 & gender =1.
Example 1

Let's assume you want to select only those male employees (gender=0) who work in the public

sector (pub_sec = 1).
Goto DATA/ SELECT CASE

When the dialog box opens, click on “If
condition is satisfied.”

Click on the button “If."

Y ou want to look at cases in which the
respondent is a public sector employee
(pub_sec =1).

Select pub_sec from the list of variables,
then choose or click on the buttons for “="
and then for “=1." (Or typein“=" and
“1” from the keyboard.)

D Select Cases EHE3
St

Args

et [a [STH

::'_ pomditnn iz zalifisd

geEnde

[T

I RAangom sampls ol care:

e

T Basesd o bimes of CO5E MO

e |

L I Py TP [

LI |

Urrstdiscbead Casers Ane
o i

waagm

g

Cudiryd Siabure D rosd [0 Clidds

[ o | Pawe | Boset | Concel| Heip |

Select Cases: If
ane j
educatio
famn_id
fam:mem j
filter_%
iender ﬂ ;l Ll ﬂ ﬂ ﬂ Functians: E
wagke <=l 48] 8] HBSnumespr) ﬂ
work_ex s N [test vale value, .
=== | T
ﬂ il_ll 0 |J ARTANnumezxpr]
= [ COFMORMizvalue]
=) 2] Zodee § | e pemnnutigg =
Continuel Eancell Help |
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Usethe“&” sign and then type the second
condition to specify that both conditions
must be met - in the filtered data, every
respondent must be a male (gender=0)
and must be working in the public sector.

Click on “Continue.”

Clickon“OK.”

Now any analysis you conduct will use
only those cases in which the respondents
meet the filter criterion, i.e. - male public
sector employees. (See section 1.7.b.)

Note: After completing the required
analysis, remove the filter by going back
to DATA/ SELECT CASE and choosing
the topmost option "All Cases.” (See
section 1.7.c).

Example 2: Adult Females Only

Select Cazex 1T

mary_PresTy
ik
2l olkl
e
vk, ind

-

] 15| 18] 9] Enetons [ |
_.J "\-'I"'l_"lﬁlsl T il
2 =ieel alala) e e
_.IJ ;I I | 1] | | BRTAN s
;J - COFHORM reshus|

J 1) _ Db | COF BERMOLLLIg ] .ﬂ

(i | Carecel | Help ]

s Select Cases
et

sge
[ T 1]
|am_ud
lam_mem
Id=i_%
geEnder
[T
eraiy
wodk_2d

™ Al cases
# |l porycition iz palidhed

[ [

™ FAangom sample of casss

[kl

™ Basad on lime of Gass targe
™ Lo flter warisble:
| } |I

Urizsdschad Casss dre
I+ Fiered

 Dijeted

Cumert Stafur Filles caces by values of file_§

wpp 0 | Eate | Beswr | Covcol| Hen |

Now let us assume that you want to select cases where the respondent is afemale (gender=1)

and her wage is above twenty (wage > 20).

To do so, choose DATA / SELECT CASES, and “If Condition is Satisfied.” (See section 1.7.a
for details on the processinvolved.) In the large white window, you want to specify female
(gender =1) and wages above twenty (wage>20). Select gender = 1 & wage > 20.
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ade [oender = 0 wage > 20 | [
educatio »
farn_id
fam:mem ll
gehder E
pub_szec Functions:
b | cl>| 18] of| Eunctons
work_ex _I f=)2= ililil ABS[numespr] ﬂ
R AMY et value value... ]
—I —I—I llilil ARSIM[numesxpr]
A s o AR T AN numexpd
_XI LI_UJ Delete I COFMORM[zvalue] j

I:l:nntinuel Cancel |

COF BERNOULLIg.p)

Help |

Now you can conduct analysis on "Adult Females only." (See sections 1.7.b and 1.7.c.)

Example 3: Lowest or Highest Levels of Education

L et's assume you want to choose the lowest or highest levels of education (education < 6 or
education > 13). Under the DATA menu, choose SELECT CASES and “If Condition is
Satisfied” (See sectionl.7.afor details on the processinvolved). In the large white window, you
must specify your conditions. Remember that the operator for “or” is“[" which isthe symbol
that results from pressing the keyboard combination “SHIFT” and "\." Typein“educ < 6 | educ
> 13" in the large white window.

SelectCasest @K
a3 - =
(2
farn_id
fam:mem ll
gehder E
pub_szec Functions:
b | <[] 7] 8] 3] Enetons
work_ex _I f=)2= ililil ABS[numespr] ﬂ
R AMY et value value... ]
—I —I llilil ARSIM[numesxpr]
A s o AR T AN numexpd
wl = COFMORM[zvalue]
2 =100 _Deete ||| opF gERNOULLI 3.0 =l
Continue I Cancel | Help

Now you can conduct analysis on "Respondents with Low or High Education only.” (See
sections 1.7.band 1.7.c.)
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Ch 1. Section 8 Replacing missing values

In most data sets, missing values are a problem. For several procedures, if the value of even
one of the variablesis missing in an observation, then the procedure will skip that
observation/case altogether!

If you have some idea about the patterns and trends in your data, then you can replace missing
values with extrapolations from the other non-missing values in the proximity of the missing
value. Such extrapolations make more sense for, and are therefore used with, time series data.
If you can arrange the datain an appropriate order (using DATA/ SORT) and have some
sources to back your attempts to replace missing values, you can even replace missing valuesin
cross-sectional data sets - but only if you are certain.

Let's assume work_ex has several missing values that you would like to fill in. The variable age
has no missing values. Because age and work_ex can be expected to have similar trends (older
people have more work experience), you can arrange the data file by age (using DATA /SORT
and choosing age as the sorting variable - see section 1.5) and then replacing the missing values
of work_ex by neighboring values of itself.

Go to TRANSFORM/ REPLACE i Replace Missing Yalues
MISSING VALUES.

educ
farn_mem
pub_zec

rand0d
ran0z2 Mame and kMethod

age Mew Vanable(s]: ] |

farm_id Easte |
gender Hezet |

reduc
nwage [ &ne: I [EhamEe |

Wage
m Methad: |5 eries mean =l

S el rearty peimts:

% Kurmber: |2 |

Select the variable work_ex and
move it into the box "New

Variable(s).” 2330 Mew Variablels):

fam_id

i+ Replace Miszing Yalues

Pazte |

S pat of nearsy paimtes

= Ngmber:lz |

fam_mem E

gender Reset |
pub_zec

ran01 Cancel |
ranfdz —Mame and Method

reduc

nwage M arne: Iwnrk_e_'l [Change | Help |
Wage

wiork_ex Method: ISEries mean j
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Click on the downward arrow
next to the list box “Method.”

Select the method for replacing
missing values. We have chosen
“Median of nearby points.”
(Another good method is"Linear
interpolation," while " Series
mean" is usually unacceptable).

We do not want to change the
original variable work_ex, so we
will alow SPSS to provide a
name for anew variable
work e 1%,

The criterion for "nearby" must be
given.

Go to the area in the bottom of the
screen, "Span of nearby points,”
and choose a number (we have
chosen 4). The median of the 4
nearest pointswill replace any
missing value of work_ex.

i+ Replace Miszing Yalues

ZIx]|
age— Mew Wariable(z):
educ:_ e 1=SMEAM[wark ex)
fam_id Pazte
fam_mem E
gender Reset
pub_zec
ran01 Cancel |
ranfdz —Mame and Method
reduc
nage Mame: Iwnrk_e_'l ileigiej | Help |
Wage -
wark_ex Method: | Series mean ;I_
5 f | Sefies mean
rl?an N Mean of nearby points
SRR - i, o resrb poirits
Linear interpolation
Linear trend at point

i+ Replace Miszing Yalues

21x]|
P Mew Yariable(z): -
age il (]
=duc & 1=GMEAN[wark_ex]
fam_id Pazte |
fam_mem E
gender Reset |
pub_zec
ran01 Cancel |
ranfdz M ame and Method
reduc
rwage M arne: Iwnrk_e_'l Help |
Wage : _
wark_ex Method: IMedlan of nearby points j

Span of nearby points:

' Mumber: |2 (|
i Beplace Mizsing Yalues HE
age e Wariable(s):
educ wiork_ e 1=SEAMNwark_ex)
fam_id Paste
famn_mem . I
geEder Beset
pub_zec
ran0 Cancel |
randl2 MName and Method
reduc
nuage M arme: Iwork_e_1 Change | Help |
Wage
work_es

Span of nearby points:
' Mumber: [4

% Thisis a safe strategy - many statisticians are skeptical of analysisin which the analyst has et the computer fill in
missing values. We therefore suggest that you not let the original variable change as you may need it again for future

analysis.

Www.vgupta.com




Chapter 1: Data handling 1-42

Click on “Change.”

i+ Replace Miszing Yalues

The box “New Variable(s) now e Lz VR )
contains the correct information. fam _id Paste |
fam_mem —
Click on“OK." e _Beset |
a1 Cancel
:::DEQ —Mame and Method ﬂl
:.i.iéi Mame: Iwnrk_e_'l | Help |
ﬁgrgke_e:-: Method: IMedian of nearby points 3
Span of nearby points:
' Mumber: |4 (|
Ch 1. Section 9 Using Sub-sets of variables (and not of cases, asin
section 1.7)

Y ou may have a data set with alarge number of variables. Each time you wishto run a
procedure you will inevitably spend a great deal of time attempting to find the relevant
variables. To assist you in this process SPSS includes a feature whereby restricts the variables
shown in a procedure to those you wish to use This can be done by using optionsin the
UTILITY menu.

Example: for a certain project (let's assumeit is“Analysis of Gender Biasin Earnings’) you
may need to use a certain Sub-set of variables. For adifferent project (let's assumeitis
“Sectoral Returnsto Education”), you may need to use a different set of variables.

We first must define the two sets. Go to Defme Wamable Seiz
UTILITY / DEFINE SETS. Sel Name:

[
HEbl

Yaiabkes in Set
F
e
l&_sd
Farri_resfmi
geria
pub_sec

A

vaork_ex
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Move the variables you would like to be
included in the set into the box “Variables
in Set.” Then name the set by typing in a
name in the box “ Set Name.”

Definee VWamiahda © 7
St Hame
[GEMDER_wiaisE

|y

We till require one more set. To do this, Dredire: Variabbe 5 ety

first click on “Add Set.” St M arme:
e e | _ o |
EENOER_WalGE Helo |

Wamables i St

i
lam_ni

Move the variables you would like Define Variable ©
included in the set into the box “Variables
in Set.” Then name the set by typingin a
name in the box “ Set Name.”

sduc
lam_sd
| ai_suiin

g
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Click on “Add Set.” Defme Vanable Seiz

Click on “Close.”

-~ GEMDER_WAGE Help
Sl

SECTOR_WalE

asables in Set

Iaii_id
Fam_mem
g
pub_sec

wage ]

vaork_ex

Now, if you wish. you can restrict the CETEE

variables shown in any dialog box for any T — Betninll
procedure to those defined by you in the :;’E ["n-F E_G“FEF mﬂaﬁm 5 E
set. Goto UTILITY /USE SETS. Carecel

Hed

i

If you want to use the set
“GENDER_WAGE,” then move it into the 4]
right box and move the default option

“ALLVARIABLES’ out. Click on"OK."

Now if you run aregression, the dialog box
will only show thelist of 4 variables that
are defined in the set GENDER_WAGE.

\ To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz
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Ch 2.CREATING NEW VARIABLES

Y our project will probably require the creation of variables that are imputed/computed from the
existing variables. Two examplesillustrate this:

1. Let'sassume you have data on the economic performance of the 50 United States. You
want to compare the performance of the following regions: Mid-west, South, East Coast,
West Coast, and other. The variable state has no indicator for “region.” You will need to
create the variable region using the existing variable state (and your knowledge of

geography).

2. You want to run aregression in which you can obtain “the % effect on wages of aone year
increase in education attainment.” The variable wage does not lend itself to such an
analysis. You therefore must create and use a new variable that is the natural log
transformation of wage. In section 2.1, after explaining the concept of dummy and
categorical variables, we describe how to create such variables using various procedures.
We first describe recode, the most used procedure for creating such variables. Then we
briefly describe other procedures that create dummy or categorical variables - automatic
recode and filtering® (the variables are created as a by-product in filtering).

In section 2.2, we show how to create new variables by using numeric expressions that include
existing variables, mathematical operators, and mathematical functions (like square root, logs,
€tc).

Section 2.3 explains the use of "Multiple Selection Sets." Y ou may want to skip this section and
come back to it after you have read chapters 3 and 6.

Section 2.4 describes the use of the count procedure. This procedure is used when one wishes
to count the number of responses of a certain value across several variables. The most frequent
use isto count the number of "yeses" or the "number of ratings equal to value X."

Let's assume that you wish to create a variable with the categories “High, mid, and low income
groups’ from a continuous variable wage. If you can define the exact criteriafor deciding the
range of values that define each income range, then you can create the new variable using the
procedures shown in section 2.1. If you do not know these criteria, but instead want to ask
SPSS to create the three "clusters” of values ("High," "Mid," and "Low") then you should use
"Cluster Analysis’ as shown in section 2.5.

Y ou may want to use variables that are at a higher level of aggregation than in the data set you
have. See section 1.4 to learn how to create a new "aggregated” data set from the existing file.

% See section 1.7 for adetailed discussion on filtering.
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Ch 2. Section 1 Creating dummy, categorical, and semi-
continuos variables using recode

TRANSFORM/ RECODE is an extremely important tool for social science statistical analysis.
Social scientists are often interested in comparing the results of their analysis across qualitative
sub-groups of the population, e.g. - male versus female, White-American compared to African-
American, White-American compared to Asian-American, etc. A necessary requirement for
such analysisis the presence in the data set of dummy or categorical variables that capture the
qualitative categories of gender or race.

Once the dummy or categorical variables have been created, they can be used to enhance most
procedures. In this book, any example that uses gender or pub_sec as a variable provides an
illustration of such an enhancement. Such variables are used in many procedures:

* Inregression analysis as independent variables (see chapters 7 and 8)

* InLogit as dependent and independent variables (see chapter 9)

* Inbivariate and trivariate analysis as the criterion for comparison of means, medians, etc.?®

» Asthebasisfor “Comparative Analysis’ (chapter 10). Using this, all procedures, including
univariate methods like descriptives, frequencies, and simple graphs, can be used to
compare across sub-groups defined by dummy or categorical variables.

Ch 2. Section l.a. What are dummy and categorical variables?

A dummy variable can take only two values (usually O or 1)27. One of the valuesisthe
indicator for one category (e.g. - male) and the other for another category (e.g. - female).

Value Category
0 Male
1 Female

Categorical variables can take several values, with each value indicating a specific category.
For example, a categorical variable “Race” may have six values, with the values-to-category
mapping being the following:

Value Category

0 White-American

1 African-American
2 Asian-American

3 Hispanic-American

% Using graphs, boxplots, custom tables, etc. (see chapters 5 and 6).

27 |f you use the dummy variablein regression, Logit, and some other procedures, the coding must be 0 and 1. If the
original coding is 1 and 2, you should changeit to 0 and 1 using the procedure shown in section 2.1.c
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Value Category
4 Native-American
5 Other

Dummy and categorical variables can be computed on a more complex basis. For example:

Value Category
0 wage between 0 and 20
1 wage above 20

Ch 2. Section 1.b.

Creating new variables using recode

L et's assume that we want to create a new dummy variable basiced (basic education) with the

following mappi ng28:

Old Variable- educ New Variable - basiced
0-10 1
11 and above 0
Missing Missing
All else Missing
Go to TRANSFORM/ | ncode ints Cilnrent Yeisbles &k
RECODE/ INTO NEW _ Ingak  mintls - Clukped Varisbls:
VARIABLES. gl
fan_nes Iﬂ‘
L]
ol g
orn 1
i ]
el
s, & I

fluspat W aruskds

| oo ] v | conca] vt |

3|t isagood practice to write down the mapping in tabular format before you start creating the new variable.
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%I&t the Varlable you W|Sh to + Recode inbs Dl eiend Vailaldes
use as the basis for creating the
new variable and moveitintothe -2

box “Numeric Variable.” In our gt

L

example, the variableis educ. obi_tange

ol
L

ralks par

- .|
MR
vk 0k el M Valoes_. |

| | Bew | Concel| Hee |

& [l eierd Vadialden
M e Wasabie < Duiput Vst

PaCR

Enter the name for the new | Recode inl
variable into the box “Output =
Variable.” ond

=n [

Lo

h_iaige

Cid

pie_1

DA sl

i1

o .. I

PR

vaixk,_i (1l el Mo Vakies_ |

oo | o | e | b |

Click on the button “Change.”

This will move the name basiced e M uvieric: W akabie o Dutput Varisbi
into the box "Numeric e
Variable- Output Variable." gerabe: 4]

o]

ol wing
Click on the button “Old and e
New Values.” Pk per

- |

ranpe

v_i (0 v M ke g

| oo | B | ol | b |

ThIS dlalog bOX haS three partS fincnde mén Difksent Vaishise: Qld s Hew Valusz

 Areal (“Old Value") isthe
areain which you specify the
values of the existing
variable (that which isto be

mapped from - in this
example, that variableis
educ).

[T Dulpid worisbles 96 liegs

« Area2 (“New Value’) isthe -
areain which you specify the

corresponding value in the
new variable (that which is
mapped into - in this
example, that variableis
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basiced).

« Area3(“Old- New")
contains the mapping of the
old variable to the new one.

Click on the button to the left of
the label “Range.” Enter the
range O to 10.

Now you must enter the new
variable value that corresponds
to 0to 10in the old variable.

Inthe “New Vaue' areg, click
on the button to the | eft of
“Vaue’ and enter the new value
of 1 into the box to itsright.

Click on the button “Add.”

In the large white box
“Old - New” you will seethe
mapping “0 thru 10 1.”

Hacode mén Lilbsient Wanahlee: Uld ard Ko Y alusg
el Flemes b
Nl | = s | ™ Syl eTrrisieg
" Spdem g ™ Ciogas bl walusfs]
- O] == K

JE— | =

7 Dulpd warisbles 2w pliegs

-

™ Aarge [ Dulpd waisbles se tirgs
I r
i Al gl bt

Corbres Cancel

—

et |

Rocods méo Difment Vaiahles: Dl and Hew YValusz

[l " s Hew Vi
Coyee [ wvaee [ [ Sysiemenizaeg
7 Sarrberrmmong ™ Cogis
i [
&+ Aagm i

Jriagh =
rﬁm

o ey
I~ Aarge ™ Dulpl varisbhs e Hiings F
i r

Al b b

Cove | Concel |

tep |
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The second mapping we must
complete is to make numbers 11
and higher in the old variable
equal to 0in the new variable.

Click on the button to the left of
thelabel “Range ... through
Highest” and enter the number
11.

Inthe area“New Value’ enter
the number O.

Click on “Add.”

In the large white box
“Old— New” you will seethe
mapping “11 thru Highest - 0."

2-6
fincodes méo Diffment Vaishieg: Did snd Mo Yalusx
Clied i Meww Vigha
Coise [T = ovaue[  Susisinisieg
7 Sprwrrmmsng ™ Cioges obdl wibsfal |
 Sqpdwrr o - masng O 5 K
T Farsgs | O i 10
r r
" Aarge: —

-

=

[T Owtped wanishles mw plangs

—

Cancsl | Hap |

T Sophiy o Ui sing 0k > Hw

™ Raoge: fekd | i 10 1
— — |

= Rargi

* Aargg:
||' thicgh igheast r
A e vk I—l':'

[T Ctpid werisbl=s e slangs

—

Hecode mbo Diifeent Vanables: U amed Hew Values

i+ Flange:

Al phhet vhaes Corid |

[T Duiped waisbles siw siangs

| Ttmgh highes r

-

Cancel el |
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It isagood ideato specify what
must be done to the missing
valuesin the old variable.

To do this, click on the button to
the left of the label " System or
user-missing."29

Inthe area“New Value,” click
on the button to the | eft of
“System Missing.”

Click on “Add.”

Compare this mapping to the
required mapping (see the last
table on page 2-2). It appears to
be complete. It iscomplete,
however, only if the original
variable has no errors. But what
if the original variable has values
outside the logical range that was
used for creating the original
mapping? To forestall errors
being generated from this
possibility, we advise you to
create one more mapping item.

Recods méo Dilfsient Vaiahlar: D and How Valusz

(i v i M Vi
= Wik | 1= sk i ™ Siliniaearg
S . ™ Coge ok valusft]
o
_ | O 102 1

I_ I 17 thou Higheet -5 1

™ Alange:
I e |

T Aangs: [~ Dtped wenisbles se shirgs |_

— :
E ol g i | Cordinie | Cancel “elp |

(i i Mewws Winha
N— =]
0 E O ™ o obd 5] |
i Syrhwr of e O > Ky
- | 0 10 =3 1
I_m I fdd hh | lill-ll. Highast -5 0
T Rangec
| ]
" Aargss [ (ped envisples sem shings -
s -
€ Allgiha vk [Coina | Concad | el |

Rncods mén Difment Vaishlee: Did ard How Yalusx

Clied ¥ s Mess Vigha

L !-H.rb:l r~ ".I'n!h.lul 7 Sl ey
7 Seprbwry-mm sy ™ g odd v ] |
& Sy o - masng - -

" HAange: )

| I i1 thuHighast -5 0l

T Aange

O Rargk ™ Ot wwisbles s shirgs [a
s -

™ Allgihen vaha Covires |  Concel | vake |

2 User-missing are the values defined by us (the "user") as missing in DATA/ DEFINE VARIABLE (see section
1.2.c). System-missing are the blank or empty data cells, defined by the system (i.e. - the data set) asmissing. Inthe
data sheet in SPSS, these cells have periods only. (In contrast, in Excel, the blank or empty cells have nothing in
them.) Please be clear on the distinction between user-missing and system-missing. In the new variable the user-
missing values from the original variable will be mapped into empty cells (with periods in them).
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All other values (not between 0
and 10, not greater than 11, and
not missi ngg are to be considered
asmissing™.

To do this, choose “All other
values’ inthearea“Old Value”
and choose the option “ System
missing” in the area“New
Vaue”

Click on “Add.”

The entire mapping can nhow be
seen.

Click on “Continue.”

Clickon“OK.” A new variable
basiced will be created.

The new variable will bein the
|ast column of the data sheet.

Note: Go to DEFINE /
VARIABLE and define the
attributes of the new variable.
See section 1.2 for exampl es of
this process. In particular, you
should create variable |abels,
value labels, and define the
missing values.

The"If" option in the dialog box
(see the button labeled "1f") is
beyond the scope of this book.

fincode mén Diftment Yaiahles: Dld ard Hew Valusx

Clied s Meww Vigha
7 Db g ™ o obd v ] :
7 Sy of - sng O -5 Kasr
= Flange: Fckd | MEESING <> S7SMEE
- 0 wu 10 - |
I '||'h-ll.H|-;'\.-'.' 5 0

" Aange:

I P
O Aangs ™ Oiutpeal werisbles e shangs [o

r

d'-b!._:i__&_‘“! | Corilrwm | Cancal | Haalp |

[l ' s Miwws Vs
i ol | ™ Vs | o Sylememizong
S ™ o bl walusha]
U Sapthavy Of - O =» K
A pA PS5 i -0 STSME
IL Ii | O i 10 I
iy '_1 Ih1,.||||_;.-'¢-\.'---[l
~ Flargs: —_— 1 |EL5E - SIS
[ ] T
" Aarge [~ Dulpd variabhes e sirgs F
|f -
F Al st by #[ i | C i | Halp |

i Recode inbe leiend Vaialdes

M umeric Wsiahie - Duipul Vo

e i [E T RIS 55

taani_ il M ame

SRaT RS

i | d I |H.w-Fr| D‘muel
PRl 7 a

ol e Listes

e |

e 1

i rar

L | | I
e -
MR
vak:

w0k | Pase | Bes | Coce| Moo |

% Thisis a safety measure because we do not want any surprises from incorrect values in the new variable generated
fromincorrect datain the origina variable. For example, the last mapping rule (see the entry ELSE-> SYSMIS)
ensures that if any nonsensical or invalid values in the old variable (like, for example, an education level of "-1" in
the variable educ) do not carry over into the new variable.
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Example 2: continuous variable into a semi-continuous variable

L et's assume we want to create a new dummy variable, educ2, in which Master's or higher level
education (17 or above) isrecoded with onevalue, i.e. - 17. The other values remain as they

are. The mapping is:

Old Variable- educ

New Variable - educ2

17 and higher 17
Oto below 17 Same asold
Go to TRANSFORM/ RECODE/ s Heonde @ko Dilleient Wanabiles
INTO DIFFERENT Il Wbl 0 Dluipit Vil
: Dingigut ' paushie
VARIABLES. F {
.!'l'l_'l'l"l'l' IE I 4
Note: We are repeating all the Fewsce I
ol _ paiipin

steps including those common to
example 1. Please bear with us if
you find the repetition
unnecessary - our desireisto
make this easier for those readers
who find using SPSS dialog boxes
difficult.

Select the variable you wish to
use to create the new variable and
move it into the box “Numeric
Variable.”

Enter the name for the new
variable educ?2 into the box
“Output Variable.”
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Click on the button “Change.”

Click on the button “Old and New
Values.”

An aside: asimple way to save
timein reusing adialog box is
presented on the right.

If you are working in asession in
which you have previously
created a recode, then you will
have to remove the old mapping
from the box “Old - New.”

Click on the mapping entry
“Missing - Sysmis” and click on
“Remove.”

Repeat the previous step (of
pressing “Remove’) for al old
mapping entries.

Now you are ready to typein the
recodes.

Recode wto Dilleient Waiables

- M st - (il Vssshls:
Fami_icl !ﬁum
w1 Fobr [ Eharge |
sy Lebet
am [
o
e 1
pe *|
S
k. i
Ak | Pase | Bess | Coce | Heo |

Anacodn inin Dfimant Vansblnx Old sed Hos ¥ alune

Fews Wl

""«"MI = 5 T e

™ Coge odd wakisfs]

(i [P T

™ Fangs — 1
| ||
" Rang ™ Dudgut vaishiss s shirge [
— -
AT Confrue | Cancel Hee |
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The first recoding item we wish to
map is"17 and greater > 17."

Select “Range...thru Highest” and
enter the number 17 so that the
box reads 17 thru highest.”

On the right side of the box, in the
area“New Vaue,” choose
“Value’ and enter the number 17.

Click on“Add.” The mapping of
“17,...,highest into 17" will be
seen in the box “Old - New.”

Inthe area“Old Values,” choose
“All other values.”

Anacodn inin Dfimant Vansblnx Old sed Hos ¥ alune

D' b

T |

3 -

7 Symlam- or L g
" Rapge

ST

IT'I."HI..-.ll T 5 i i Sy
I Coogy old walissf]
0k - Hesy

" Symiem- or yres-rmesng
" Penge

" Fanges

i Fangy

7 Bl e ey

[ Dugdout vasables e shirgy I_
-
[ cortrue | Concst | Hee |

r?"."ahﬂ| L R ]
™ Coge odd wakisfs]
Ok Hasr

17 thais H et

™ Dudgut vaishiss s shirge [
r
[ Cotrwe | Concet | Hes |
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Inthe area“New Value,” choose

“Copy old value(s).”

Click on*Add.”
The mapping is now complete.

Click on “Continue.”

Click on “OK.”

A new variable, educ2, will be
created.

Note: Go to DEFINE /
VARIABLE and define the
attributes of the new variable.
See section 1.2 for exampl es of
this process. In particular, you
should create variable |abels,
value labels, and define the
missing values.

Ch 2. Section 1.c.

Niscods inln Ddment Varsbdar LHd s Hes ¥aluse

[t s Flewse Wahss

Yl | "“ml ™ Gpsten s

" fatenmiing 7 \Logy oid vshefs]
T Sishee of L T Ok =3 Mess
'ﬁHW Ead | T thwns Highesst > 17

R — |

™ Range
- i | =T
F" Rangs ™ Duiguk: vasaples e shings [F
| r
Al gebe vk

facnds inlo Dftment Yansbdez (id ard Hes ' aluss

Db ' b ECRET

Wk || r 'l.".ﬂm:l ™ 5 T ]

7 Symism-mizzing " Cogs ol

" Symiem- or yres-rmesng

" Fange +
[ I

" Renge —

" Rongg [ Dugdout vasables e shirgy I_
I -

i+ Al e valss

Murvesss oviabie » uipul Vissable: S
o id echar 3 L s s
e —
S
ok pasge
et |
oA
.d.-_.ln.
:-;I: K. |
CAEE
vk [0l Mew Vindia |

o BT Pacn | Besst | Cancel | Heo |

Replacing existing variables using recode

Sometimes you may prefer to change an existing variable with a categorical or dummy recoding
of itself. Thisisthe case when the coding of the old variable is misleading or inappropriate for
the planned analysi s*. Whenever you wish to replace an existing variable, you must be certain
that the original version of the variable will not be needed for future analysis. (If you have any
hesitation, then use the procedure described in sections 2.1.aand 2.1.b).

Let's assume you want to look at cases according to different age groupsto test the hypothesis
that workersin their forties are more likely to earn higher wages. To do this, you must recode

31 A common use is recoding dummies from the codes 1 and 2 into the codes 0 and 1.
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ageinto avariable with 5 categories: workers whose age is between 20-29 years, 30-39 years,
40-49 years, 50-59 years, and all other workers (i.e. - those who are 20 years old or younger and
those who are 60 years old and over).

Valuesin Original Variable age Valuesin New Variable age
20-29 1

30-39

40-49

50-59

0-20 and 60 through highest

AlwlfOo| N

Go to TRANSFORM/ RECODE/

i Becode into 5ame Yariables

INTO SAME VARIABLES®. Numneric Variables: |
Select age from the list of choices Farn_rmem _I
and click on the arrow to send it gender <] Beset |
« . pub_zec
over to the box labeled “Numeric wage Cancel |
Variables.” wiork_ex
Help |
Click on the button “Old and New I I
Values.” =
Old and Mew Walues. . f
Sela:t the Opt| on* Range,” in Hichie imlo 5ame Vanables: Dd and Nes Voo
which you can specify a minimum Elkd Vi Miesw Vialus
and maximum value. oo [T = v [T C Systeneseg
s =
™ Syl O LEd]mitang 0§) > How
= Fange| <{um 4|
he Lol
| thiough | [ |
" Range
fEassens |
" Rangs
Tormnin
€ Al glhes vahass [ Cortime |  Conce Help

%2 Note that thisis a different sub-sub-menu compared to that used in the previous section (that menu option was
TRANSFORM / RECODE / INTO NEW VARIABLES.
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Y ou must code workers with age

40-49 as your reference group. (i.e.

- recode that range as zero.)

Under the "Range" option, typein
the range of your reference group
(40 through 49).

On the right side menu, select
“Value” and type O into the box to
theright of “Value.”

Click on “Add” to move the
condition to the“Old - New”
box.

Now you should see the first
mapping item: "40 thru 49> 0."

Continue specifying the other
conditions. Specify all other age
groups in the Range menu.

For example, select 20-29 as your
range. Thistime, typein 1 asthe
new value.

Reminder: Experiment with the
different ways provided to define
the"Old Vaue." Practice makes
perfect!

Heznide wlo 5ame Yanables: Dd and Nes Voo

Mg ' ause

Hichie imlo 5ame Vanables: Dd and Nes Voo

i Syslernamisng

100~ M=
AN ds = 0
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Then C“Ck on “Add” to add |t to Heznide wlo 5ame Yanables: Dd and Nes Voo

thelist. 01k Vs Pl Vaug
W | = "-"-I_i.II"I i~ Systeiirg
- g

AN Enadd = 1)
2 e 29 > 1

Continue thelist of conditions:

20-29=1, 30-39 =2, 50-59 = 3. i s Mians b
L T | i+ "«"-H.I"I i Syslernamisng
T Syrlmm-miring

™ Spheme o Leas-misEng A0 e 49 = 1
= Range g :"'"'ﬂ"l
=1 B I
) though | B B8 > 3
" Range
™ Aange
Al piher vabass [Cominw | Cance Hop |
YOU a|SO want to group the Hiziamide: il S Yaiiabiles: Ul ard Nes W sl

remaining values of age (below 20
and above 59) into another
category.

Select “ All other values’ at the
bottom of the Old Vaue menu.
Select 4 asthe new value™.

4'| A s B

[ Cortime |  Conce Hep |

33 Y ou can choose a different way to achieve the same result. For example, you may prefer using the following three
mapping items to replace the one item we use ("ELSE—>4"): "lowest thru 19 = 4," "60 thru highest > 4," and
"ELSE - System-Missing." The more finely you define the items, especially the values to be considered as missing,
the lower the chances of creating a variable with incorrect values.
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C|IC|( on “Add” to move |t to the Heznide wlo 5ame Yanables: Dd and Nes Voo
list of conditions.

Click on “Continue.” e g s
100 > M
™ Syt Of L mb-ang # T
" Range 4| 20 8 29 3 1

W} il
| | i |
Rarge ELSE ~+ 4
=

i Rargs
e

€= [l glher vaband mppl Covie | Canced | Hep |

Click on“OK.” i Hecode into 5ame YWariables EE3 I
Murmeric Wariables: —)

The variable age will be replaced = Coe ol
with the newly recoded variable fam_id paste |
ge e < [
Note: Go to DEFINE / ke =l
VARIABLE and define the _Heip_|
attributes of the "new" variable. m I
See section 1.2 for examples of —
this process. In particular, you Oid and New Values... |
should create value labels, e.g. - "1
- Young Adults," "2-> Adults,"
etc.
Ch 2. Section 1.d. Obtaining a dummy variable as a by-product
of filtering

Recall that when you created Sub-sets of the datausing DATA / SELECT CASE (see section
1.7), SPSS created afilter variable. Let's assume that the filter you created was “Filter in only
those observations in which the respondent is an adult female” (i.e. - where gender =1 and age
>20). Thefilter variable for that filter will contain two values mapped as:

Value Category
0 Females of age 20 or under and all Males
1 Females of age 20 and above

This dummy variable can be used as any other dummy variable. To useit, you must first turn
the above filter off by going to DATA/ SELECT CASE and choosing “All cases’” as shown in
section 1.7.c.
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Ch 2. Section 1.e. Changing atext variableinto anumeric
variable
Y ou may want to create dummy or categorical variables using as criteriathe values of avariable

with text data, such as names of states, countries, etc. Y ou must convert the variable with the
text format into a numeric variable with numeric codes for the countries.

Tip: This procedureis not often used. If you think thistopic isirrelevant for you, you may
simply skip to the next section.

Let's assume that you have the names of countries as avariable cty. (See picture below.)

! AR S
Fis Ede Yew [als Tsariom Shetinier Grahr |dies indos Heb

S @ 8] = 5 =k| ol O] DS e

1:fdd

cty gqdar palicy fdoa VLT Wi waT

1§ Afahanistan

Zf Argantina T.67 .00 10.00

3f Armania 4._.50 il 15.00

A fustralia g6.52 1.00 14.00

S fustria Z9.43 .00 11.75

B fzerbal jan 12.34 .00 16.0D

F Bahrain I £0.00 .00 2,00

Bf Bangladesh I 12.50 1.00 13,00

Sl Barhados 1£ .50 1.0 149, UL

10Q Balarus .25 il 2,00

11 Bzlgium G822 .0a 1.33

1Z2QBolivia .52 .ad 34.00

13Q Bosnia 20.25 .00 .00

14§ Botswana - _E-_E-E I _J_:I - il_. T_E __________________ ;|

4 | 0

Y ou want to create a new variable “cty_code” where the countries listed in the variable “ cty”
are recoded numerically as 1,2,......... into anew variable, “cty_code.” The recoding must be
donein alphabetical order, with “ Afghanistan” being recoded into 1, “Argentina’ into 2, etc.
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To do so, go to TRANSFORM/
AUTORECODE.

Select the text variable you wish to
recode - move the variable cty into
the white box “Variable» New
Name.”

Enter the new name cty_code for the
variable into the small box on the
right of the button “New Name.”

Click on the “New Name” Button.

Click on “OK.”

The new variable has been created.

» Bautomatic Aecods

wtiabls > M MHama

HemMame| |

Aacods S lasng from
¥ Lowsst valus 1 Highast velus

Racades Shaitng Fom
+  Lowast value T Highast velus

L Baibomatio Heoniis

stisbibe - M M

s

Hecode S hang rom
¥ Lowsst valus I~ Highest velus

-

ldea
pds
ez

]

=)

aitable o Hew Hane

HemH I-.'I'-'_-:-:-de
Placodes filgtng from
= Lowsst valus T Highsst valus
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Fim Edé Vw [als Dtswiom Stk frach: Lde: Wdom Hee

SRS Bl | 5 =ln| al Tle] D sl

old text variable New numeric variable i'

oty = 3 Ty il VT | T

afahanistan

ATgantina N L .0l 3 |

ATHEnis

Australia

Austria

Azarbai jan

Bahrain

Bang 1adesh

RO | @ | s N | DN | e | L | RS e

Haroados

=
=]

Balarus

-
b

Belgium

=
Pl

Bolivias

==
1]

Bosnia

[
E

Batawana

SF5S Paocarmy i sady

Now you can use the variable cty _code in other data manipulation, graphical procedures, and
statistical procedures.

Ch 2. Section 2 Using mathematical computations to create
new continuous variables. compute

New continuous variables must be computed for most analysis. The reasons may be:
1. Creation of avariablethat isintuitively closer to the needs of your analysis.

2. Interactive dummies are used to enhance the information provided by aregression.
Multiplying a dummy and a continuous variabl e creates interactive dummies.

3. Correct specification of regression (and other) models may require the creation of
transformed variables of the original variables. Log transformations are a common tool
used. See section 8.3 for an example.

4. Severa tests and procedures (e.g. - the White's test for heteroskedasticity shown in section
7.5) require the use of specific forms of variables - squares, square roots, etc.

Don’'t worry if these terms/procedures are alien to you. You will learn about them in later
chapters and/or in your class.)
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Ch 2. Section 2.a. A simple computation

We show an example of computing the square of avariable. In mathematical terminology we
are calculating the square of age:

Sgage = (age)?, or, equivalently, Sgage = (age)* (age)

Go to TRANSFORM/
COMPUTE.

In area 1, enter the name of the
new variable.

S i

Area 2 iswherethe e . Pk, .ea I
. . v & [k Tl AT
mathematical expression for AT s
I P d — COFHDAMrslus
the computing procedure is cashi_m COF BERHOLL Lifgs

entered.

From area 3, you choose the

existing variables that you
want in the mathematical

expression in area 2. Area 4 has a keypad with numbers and operators. Area5 has
the "built-in" mathematical, statistical and other functions of
SPSS.

In the box below the label
“Target Variable,” typein the
name of the new variable you
are creating (in this example,

sgage). w 3

°.5M8_ITesin _I LILI il—l—IE || e —
e o T T | it RS
S : _.'l Ll_ll [n] I . I AT AR e g |

— | = COFHOAM | ewalus
gl ss0 e el T T [ P .:..:'F]-“.’i‘.f._-. =
raa_ T
= 2

- | Bese | cancel| Hee |

Now you must enter the
expression/formula for the new
variable.

First, click on the variable age o
and move it into the box below tarn_resn | g=] 3=] 41 5) Bl| EETirrecn =
the label “Numeric 2L wage :Iljl jl TITTT |
Expression.” ik, T el 1 T T
p _-\..-.-\. : v .;I .;I..LLI .—E‘-LI ::'-.rbilll-llr;}'- Ll -|-'. o ;l
e E
Ok | Fase | Aesst | Cocel| Helo |
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To sguare the variable age,
you need the notation for the
power function. Click on the
button “** ” (or typein*® ~").

Y ou may either typein the
required number or operator or
click onit in the keypad in the
dialog box.

To square the variable age, it
must be raised to the power of
"2." Go to the button for two
and click on it (or enter 2 from
the keyboard).

The expression is now
complete.

Clickon“OK.”

A new variable has been
created. Scroll to the right of
the datawindow. The new
variable will be the last
variable.

Note: Go to DEFINE /
VARIABLE and define the
attributes of the new variable.
See section 1.2 for examples of
this process. In particular, you
should create variable labels
and define the missing values.

i Compuste Yariahle

=
Bl
farm_rmen _'I ﬂlﬂl —I—l—l" Al I ARG | reamepi| 3
Cplnrn s 2 ===l 11213 AR ael il vahm |
Chd_aage _J _J_I _LJ_I ERSIH| resaagi |
:-I':-I 1] | I A T A Pdirezp |
oam_ COFRDE M [wsiye)
Ty Soess) e RERNDUL Lo =l
Lt
B0
it
[ 0k | Psse | Reser | Concel| Heb |
i Waialie R
L w =] =l
|
e 2l <20 2001 9] puneiions 2]
Fars_rram _'I :J:l AL | rrmeg| ﬂ
s i om ] ™= AP msl vahs .|
obd_vasge —I _J_l &R rTlll.llﬂEJ-l':.l:: -
.'-IE'I .LI.L'.—LI SR T AR
o TFHDRM]zw sl
mii_imo E o ek | t"_.l HEFML _?_tp:_:: =]
g
L L |I |
VAT, Y
0k | Paoe | Bees | Cance | Heo |
‘i abie Rl | o
g - ey = 2 _l
Typedlabel . |
El
|
s ol ed 3] 7081 9] Puncions [+ ]
ars_ram =l z=lz=] alsls] = ] P EJ
i:ﬁc:-g- o == A0 21 3] .“-_‘.:.'r'lfl"' i k]
o P I I || et
- COF MDA |rwalus
SORTE =1 =il Joeste | oor e RNOUL L. =]
11
PABGE IL.. |
o LA ]
| 0f | Fate | Aew | Concsl | Hee |

In the next table we provide a summary of basic mathematical operators and the corresponding

keyboard digits.
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Mathematical Operators

Operation Symbol
Addition +
Subtraction -
Multiplication R
Division /
Power **orh
Ch 2. Section 2.b. Using built-in SPSSfunctionsto createa

variable

SPSS has several built-in functions. These include mathematical (e.g. - "Log Natural"),
statistical, and logical functions. Y ou will need to learn these functions only on an "as-needed"
basis. Inthe examplesthat follow, we use the most useful functions.

Go to TRANSFORM/
COMPUTE. i s -
Note: This dialog box is very | E
B
complex. Pleasetry afew Pu ol i 31 7181 8] furctione  [_=]
examples on any sample data o mem =l c=lz=] als) 8] o =
Set. e T I N T ) e e =
- e | e atdl
;r_h . S Sl Cosisis ||} B ERHOUL L =l
.'\-l;u: Ll
[ - | e | o] 1 |

In the box below the label
“Target Variable,” type the
name of the new variable you
are creating (Inwage).

=

_id
-\:: _:'l'-t"l _I LILI ilil_EI S | ameoani | il
e T T | R
e | e
custy_ne e Ml T T [f) Pt Sy =
rI_
Spage 1. |
aag
B [ ] | Beset | concel | Hels |
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Now you must enter the
formulafor the new variable.

To do so, you first must find
the log function. Go to the
scroll bar next to the listed box
“Functions” and scroll up or
down until you find the
function “LN (numexp).”

Click on the upward arrow.
This moves the function LN
into the expression box
"Numeric Expression.”

i Compuste Yariahle

i

How does one figure out the
correct function? Click on the
help button for an explanation
of each function or use the
help section's find facility.

The question mark inside the
formulais prompting you to
enter the name of avariable.

Click on the variable wage and
move it into the parenthesis
after LN in the expression.

The expression is now
complete.

Clickon“OK.”

A new variable, Inwage, is
created. Scroll to the right of
the datawindow. The new
variable will be the last
variable.

v i - ﬂ
Typadlabel . | o

e

e o) 2] 21818] punctens [ ]

:fl':::li-"l _I ilil _I_l_l" 5]E

.::‘::'!:‘::qn _J _-J:I 1 I Il 3I

:-r:I Aala] ol Llr'ur:?_.“““:"

- T

:i.!T_..'H' ;I ;I.LLI &I tr".'!.l:l:f_l';i‘:ir'_::rr;::[!:Fﬂ

e L]

. | oo | e | coe] i |

Sige ' aishie e o ¥ =

- JLH =

TppedLshel . | ‘ =

e L

£t - 2l £l =] 718 3] Functions

oo | e=lz=] al5]5]

] wisge el N ] N A BTy R

e _.'l Ll_ll 1] I I LT F ] s |

Eua, toc 5T ST T 00 | ey
g

e X

- | oo | _Bose | conce| _ri |

LEMGTH|stasis

@] 3| JLh1C]iwrsesg

Ll i e

LONVE AT x|
LFaD [sisesge Jerghi]
L Pl (5 ismsp bengthoohes

&

| Beset | cance | Heo |

xl

II];l.ld-nnlgz [=]

Lol ==l e=] &) s5]a]

2 =g== 2] 3] 3]

_EJL:I_II i} I ] Ir::j-_!"q ||.|...,=-|| I

] R RT T 50 [f i] wey ke E =

e

Or | Bavis | Besw | Cancw Hes |
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Note: Go to DEFINE / VARIABLE and define the attributes of the new variable. See section
1.2 for examples of this process. In particular, you should create variable |abels and define the
missing values.

The next table shows examples of the types of mathematical/statistical functions provided by
SPSS.

| mportant/Representative Functions

Function Explanation

LN(X) Natural log of X

EXP(X) Exponent of X

LG10(X) Log of X to the base 10

MAX(X,Y,Z) Maximum of variables X, Y and Z

MIN(X,Y,2) Minimum of variables X, Y and Z

SUM(X,Y,2) Sum of X, Y and Z (missing values assumed to be zero)

LAG(X) 1 time period lag of X

ABS(X) Absolute value of X

CDF.BERNOULLI(X) The cumulative density function of X, assuming X follows a
Bernoulli distribution

PDF.BERNOULLI(X) The probability density function of X, assuming X follows a
Bernoulli distribution

Examples of other computed variables:

(1) Using multiple variables: the difference between age and work experience.
agework = age - work_ex
(2) Creating inter active dummies: you will often want to create an interactive term>* in which

adummy variableis multiplied by a continuous variable. This enables the running of
regressions in which differential slopes can be obtained for the categories of the

3 Refer to your textbook for details on the usefulness of an interactive term.
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dummy. For example, an interactive term of gender and education can beused in a
wage regression. The coefficient on thisterm will indicate the difference between the
rates of return to education for females compared to males.

gen_educ = gender * educ

(3) Using multiple functions: you may want to find the square root of the log of the interaction
between gender and education. This can be donein one step. The following equation
is combining three mathematical functions - multiplication of gender and education,
calculating their natural log and, finally, obtaining the square root of the first two steps.

srlgened = SQRT ( LN ( gender * educ) )

(4) Using multi-variable mathematical functions: you may want to find the maximum of
three variables (the wages in three months) in an observation. The function MAX
requires multi-variable input. (In the example below, wagel, wage2, and wage3 are
three separate variables.)

mage = MAX (wagel, wage2, wage3 )

Ch 2. Section 3 Multiple response sets - using a " set"
variable made up of several categorical
variables

Nothing better illustrates the poor menu organization and impenetrable help menu of SPSS than
the “Multiple Response Sets’ options. They are placed, incorrectly, under STATISTICS. It
would be preferable for them to be placed in DATA or TRANSFORM!

But despite itsinadequacies, SPSS remains a useful tool...

In section 2.1, you learned how to use RECODE to create dummy and categorical variables.
The RECODE procedure usually narrows down the values from a variable with (let's assume
“M™) more possible values into a new variable with fewer possible values, e.g. - the education
to basic education recode mapped from the range 0-23 into the range 0-1.

What if you would like to do the opposite and take afew dummy variables and create one
categorical variable from them? To some extent, Multiple Response Sets help you do that. If
you have five dummy variables on race (“African-American or not,” “ Asian-American or not,”
etc.) but want to run frequency tabulations on race as a whole, then doing the frequencies on the
five dummy variables will not be so informative. It would be better if you could capture al the
categories (5 plus 1, the “or not” reference category) in one table. To do that, you must define
the five dummy variables as one “Multiple Response Set.”

Let us take a dightly more complex example. Continuing the data set example we follow in
most of this book, assume that the respondents were asked seven more “yes/no” questions of the
form -

1. Ad “Did the following resource help in obtaining current job - response to
newspaper ad”

2. Agency: “Did the following resource help in obtaining current job - employment
@er]cy”

3. Compense: “Did the following resource help in obtaining current job - veteran or

other compensation and benefits agency”
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4. Exam: “Did the following resource help in obtaining current job - job entry
examination”

5. Family: “Did the following resource help in obtaining current job - family
members’

6. Fed gov: “Did the following resource help in obtaining current job - federal
government job search facility”

7. Loc gov: “Did the following resource help in obtaining current job - local

government job search facility”

All the variables are linked. Basically they are the “Multiple Responses’ to the question “What
resource helped in obtaining your current job?”

L et's assume you want to obtain a frequency table and conduct cross tabulations on this set of
variables. Note that a respondent could have answered “yes’ to more than one of the questions.

Goto STATISTICS/ MULTIPLE

Define Multiple Response Sets
RESPONSE/ DEFINE SETS.

— Set Definition

age
agency

compense
educ
Exam Mult Responze Sets:

fam_id .

farn_mem j

~Variables e Coded bs———————————— fidld
% Dichataries Counted value: I_ [harge

(" Categories  Fange I_ghrnughl_ Remaye

M ame; I

Label: I

Yariables in Set Close

Help
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Enter a name and label for the set.
(Note: no new variable will be
created on the data sheet.)

Move the variables you want in the
set into the box “Variablesin Set.”

Each of our seven variablesis a
“yes/no” variable. Thus, eachisa
“dichotomous’ variable. So
choose the option “Dichotomies’
inthe area“Variables are Coded
As.”

SPSS starts counting from the
lowest value. So, by writing “2” in
the box “ Counted value,” we are
instructing SPSS to use the first
two values as the categories of
each variable constituting the set.

Define Multiple Response Sets

— Set Definition

Yariables in Set;
age

educ
fam_id

fam_mem
gender E
pub_sec

wage
work_ex

—Wariables Are Coded Az
{* Dichotomies Counted value; I_

" Categories  Hanoe: I__thrnughl_
Marme: Ii'3'|3'_90t

Lahel: IWhat avenue(s] were used to abtain th

fiddl
[Eharige

HEm@yE

|

Help

tult Responze Sets:

Define Multiple Response Sets

—Set Definition

"ariables in Set:

age
educ

fam_id

fam_mem

gender E

pub_sec

—Mariables Are Coded Aa
{* Dichotomies Counted value: |2_

" Categories  Hanoe

M ame: Ii'2'|3'_90t

Lahek |Whal avenue(z| were used to obtain th

Add

[Shianae

HEmayEe

Help

o

Mult Responze Sets:
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Click on “Add.”

The new set is created and shown
in the box “Multiple Response
Sets.”

Note: Thisfeature can become
very important if the data come
from a survey with many of these
“broken down” variables.

Define Multiple Rezponse Sets

— Set Definition

Wanables in Set:
ad .

age
agency

COMPENSE
educ
EHAMT

fam_id
fam_mem ¥

—Wanables Are Coded Az
{* Dichotomies Counted value; ||_

" Categories  Hanoe: I__thrnughl_
Marne:; I

Label: I

Cloze

Help

e |
_teb |

tult Responze Sets:
$iob_got

[Eharige

HEm@yE

Note: you can also use category variables with more than two possible values in a multiple
response set. Use the same steps as above with one exception: choose the option “ Categories’ in
the area“Variables are Coded As’ and enter the range of values of the categories.

Define Multiple Response Sets

]|

— Set Definition

Wariables in Set;

Cloze

kult Bezponse Sets:

[
[

$iob_got

Harne: IiDb_lTlt'

EMam ‘I
fam_id
farn_rmerm
gender L s
loc_gow E gchool
pub_sec
wWage
work_ex -
—anables Are Coded Az
" Dichotamies Courted walle: I_

= Categories  Range: 1 thraugh |3 I

Label IImpu:urtanu:e aof resource for getting job
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Now you can use the set. The set
can only be used in two
procedures: frequencies and cross
tabulations.

To do frequencies, go to
STATISTICS/ MULTIPLE
RESPONSE / MULTIPLE
RESPONSE FREQUENCIES.

Choose the set for which you want
frequencies and click on “OK.”

+ Multiple Response Frequencies

Mult Responze Sets:

:.i||:||:| qak

T able(z] for:

— Mizzing Yalues
[T Exclude cazes listwize within dichatomies

[T Exclude cases listwize within categories

Easte
Reszet
Cancel

Help

il

See section 3.2 for more on
frequencies.

Similarly, to use the set in
crosstabs, goto STATISTICS/
MULTIPLE RESPONSE /
MULTIPLE RESPONSE
CROSSTABS.

+ Multiple Response Frequencies

hult Besponze Sets: T able(z] for:

— Mizzing Yalues
[T Exclude cazes listwize within dichatomies

[T Exclude cases listwize within categories

=

k.
Paste
Reszet

Cancel

LiH

Help

i Multiple Responsge Crosstabs E

......................................... Fiaw(=]:
age
agency Btz |
CoMmpense Resel |
educ Column(s): —
snam Cancel |
farn_id
farm_merm Help |
farnily
fed_gow LI Layer(s)
Mult Rezponze Sets:
|$iu:u|:u_gu:ut

[Iefime Banges... | thiu:uns...l
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%e the ﬂ as the Crlterl on Varl able : Hultiple HESDD"SE E[Dsslahs E

for arow, column, or layer

variable. Farn_rnem - | H;ﬂ[sl: il
- job_got

farnily Easie |
fed_gov —
gender Reset |
loc_gov Columnls]: —
| nebiork. Cancel |
zchoal Hel |
Wane =
wark_ex = Layer[z]

Mult Responze Sets:

| [Wefime Banges... | Optiong. ..

To use multiple response setsin tables, go to STATISTICS/ GENERAL TABLES. Click on
“Mult Response Sets.”

+ General Tables |
— Statistics Labels Appear

_ % Acozzthetop O Downthe side  © Inthe laver

age

agency Flows:

COMmpenze i — Selected Wanable —

educ fe :
Exan efines el

) |z summanized

farn_id

;ameem = Colurnmz; [T Wit Late!

amily

fed_gaow »ldE st | QnNeskI
ender - EdtGtree |
oc_gov -

L :
bult B esponze: =EEE Ireert sl I
........................................ Total Labal
ITl:utaI

Faormat.. | Titles... |

Mulk Rezponze Sets* ] I Eastel Eesetl Eancell Help |

In the next dialog box, define the sets as you did above.
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General Tables: Define Multiple Rezponze Sets |

— Set Definition
" Yariables in Set:
age |

Cancel
agency Hel
compense e
educ
ERam j Mult Responze Sets:

Yariables Are Coded Az

& Dichotomies Courbed value: I

" Categories Ldd

[Efiatme
M ame: I e
- Bemave
Label: I

" Denominator for Multiple-Rezponze Percentages

' Number of cases ™ Mumber of responses

Ch 2. Section 4 Creating a "count" variable to add the
number of occurrences of similar values
across a group of variables

We will use a different data set to illustrate the creation of a* one-from-many-ratings-variables’
variable using the COUNT procedure.

Let's assume awholesaer has conducted a simple survey to determine the ratings given by five
retailers (“firm 1,” “firm 2,” ... , “firm 5”) to product quality on products supplied by this
wholesaler to these retailers. The retailers were asked to rate the products on a scale from 0-10,
with ahigher rating implying a higher quality rating. The data was entered by product, with one
variable for each retailer.

The wholesaler wants to determine the distribution of products that got a“ positive” rating,
defined by the wholesaler to be ratingsin the range 7-10. To do this, a new variable must be
created. Thisvariable should “count” the number of firms that gave a“positive” rating (that is,
arating in the range 7-10) for a product.
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To create this variable, go to
TRANSFORM / COUNT.

Enter the name and variable label for the
new variable.

Move the variables whose values are
going to be used as the criterion into the
area“Numeric Variables’

Now the mapping must be defined, i.e. -
we must define "what must be counted.”
To do this, click on “Define Vaues.”

2-32

i Count Occurrences of Yalues within Cazes | X|
T arget Yariahle: Target Label: -
| I [f
Variables: =
firm2

firm3 fese!
firmd - |
fim n Cancel
product |

Help

IE...

efme Valles. . |
|

T arget ' aniable:

Tt Necurrancaes of Yaliae within Fazac

Target Label:

tat_pos

|T|:|tal number of pogitive rezpan

firrin1 Yariables: ﬂl
firn2

firm3 _lﬂ'mt
firmnd n |
s - Cancel
product Help |

efinealies,. |
If... |
+ Count Occurrences of Yalues within Cazes E3
T arget ariable: T arget Label: 0K |
Itc:t_pu:us glal myrbe e TEEpon
Paste

product

irmb

Define Walues. S
If.. |
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Enter the range you wish to define as the Count Yalues within Cases: Values to Count %]

criterion. (Seesection 2.1 for more on
how to define such range criterion.)

CI |Ck on “Add.” The area "Val ues tO Coan ¥alaer withn Coren: Veloes b Cosmd
Count" now contains the criterion.

If you wish to define more criteria, repeat
the above two steps. Then click on

“Continue.”

Click on “OK.”

Ch 2. Section 5

Yalue

" Valie: I A |
" Spstememizsing -
w [harnge |

Yalues to Count:

[ pest thrauaty |

" Range;

| ttrauat fighest Eontinuel Cancel | Help |

L P o | ot | 0 |

+ Count Occurrences of Yalues within Cazes E

Target Y aniable: Target Label: # ak |
Itcut_pns ITntaI mumber of pogitive rezpon

Paste

product Murneric: Varniables:

Beset

Cancel |
Help |

Define Values... |
1

Continuous variable groupings created
using cluster analysis

Using cluster analysis, a continuous variable can be grouped into qualitative categories based on
the distribution of the valuesin that variable. For example, the variable wage can be used to
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create a categorical variable with three values by making three groups of wage earnings - high
income, mid income, and low income - with SPSS making the three groups.

The mapping is:

Value | Category

1 High income
2 Low income
3 Mid income

A very simplistic example of clustering is shown here.

Let's assume you want to use "income-group membership" as the variable for defining the
groups in a comparative analysis. But let's also assume that your data have a continuous
variable for income, but no categorical variable for "income-group membership." Y ou therefore
must use a method that can create the latter from the former. If you do not have pre-defined
cut-off values for demarcating the three levels, then you will have to obtain them using methods
like frequencies (e.g. - using the 33rd and 66™ percentile to classify income into three groups),
expert opinion, or by using the classification procedure. We show an example of the
classification procedure in this section.

Note: The Classification procedure has many uses. We are using it in a form that is probably
too simplistic to adequately represent an actual analysis, but is acceptable for the purposes of
illustrating this point.

We show you how to make SPSS create groups from a continuous variable and then use those
groups for comparative analysis.

Goto STATISTICS | iK-Means Cluster Analysis _____________EIE|

CLASSIFY/ K-MEANS

CLUSTER. fam_mem |- I Wariables: 0K

gender g

[Fwage Pazte
Note: "K-Means Cluster" DH_E,E,QE -
simply means that we want to one Resat
create clusters around "K- DLEELE.: —
number" of centers. - _

res_ Label Cazes by: Hel
Select the variables on whose wark_ex x

Move the variables into the box
“Variables.”

basis you wish to create groups. - yumber of Clusters: [ [ Method
[F [terate and clazsify © Claszify anly

Centers >>| Iterate... | Save.. | Options...
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We want to divide the data into
3 income groups: low, mid, and
high. Enter this number into the
box “Number of Clusters.”

Choose the method "Iterate and
classify."

Click on the button “ Iterate.”

We recommend going with the
defaults, though you may wish
to decrease the convergenceto
produce a more fine-tuned
classification.

Choose the option "Use running
means.” Thisimplies that each
iteration (that is, each run of the
cluster "agorithm") will use, as
starting points, the 3 cluster
"means’ calculated in the
previous iteration/run.

Click on “Continue.”
Click on “Save.”

Note: Thisstep iscrucial
because we want to save the
"index" variable that has been
created and use it for our
comparative analysis.

Choose to save “ Cluster
membership." Thiswill create
anew variable that will define
three income groups.

Click on “Continue.”

2-35

i K-Meanz Cluster Analysis 7]
fam_mem Wariables: ok
gender -
[Fwage Paste
old_wage E
arne Beszet
pre_1
pub_zec Cancel
res_] Label Cazes by
gage Help
wark_ex - —
MHumber of Clusters: |3 tethod

% |terate and classify Classify oy

Centers »» | —) Iterate... Save.. | Options...
K-Means Cluster Analysis: lterate & E3
b airnLirn [kerations: 100 Cortinue
Convergence Criterion: I.DE Cancel
¥ Use nning means Help
! K-Means Cluster Analysis K |
far_rnem Wariables: aF.
o L
Ihwage Baste
old_wage E
one Beset
pre_1
pub_sec Cancel
res_1 Label Caze= by
sgane - I— Help
wiork_ex hl
Murnber of Clusters: |3 Method
" |terate and classify ¢ Classify only

LCenters »> |

Liztance from cluster center Cancel |
Help |

Iterate... | Eave..| | Options. ..
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Click on“OK.” A new variable i K-Means Cluster Analysis EEd |
with cluster membership will be
created. fam_mem " I Hariables: 0E
gender -
. . Inwage Paste
The variable will take three DH_E.E,QE E —
values: 1, 2, and 3, with each e Beset
value signifying the income Eub—_ <o Cancel
level of that observation. ] _
Mes_ Label Cazes by: Hel
The valuesin the index variable work_ex ¥
may not correspond in a Mumber of Clusters: |3_ Method
monotonic fashion to the [F [terate and clazsify © Claszify anly
income categories low, mid, and
high. For example, 1 may be Centers | [terate... | Save.. | Opticns. .

low, 2 may be high, and 3 may
be mid-income. See output
below page - the above will
become clear.

Results of Cluster Analysis
Conver gence achieved due to no or snmall distance change.

Final Cluster Centers.

Cl uster WAGE
1 34.9612  =——p  (high incone)>®
2 4.6114 — (I ow i ncone)
3 14. 8266 —_— (md incone)

Nurmber of Cases in each C uster.

Cl uster unwei ght ed cases wei ght ed cases
1 66. 0 66. 0
2 1417.0 1417.0
3 510.0 510.0

Variable with cluster nenbership created: qcl_2

Go to DATA/ DEFINE VARIABLE and define a variable label and value labels for the three
values of the newly created variable qcl_2 (see section 1.2 for instructions). On the data sheet,
the new variable will be located in the last column. We use this variable to conduct an
interesting analysisin section 10.1.a.

| To take quizzes on topics within each chapter go to http://www.spss.org/wwwroot/spssquiz.asp |

S SPSS does not 1208 them s "Low, TMedium,” or “Hign.. 10 00 S0, O 10 DATAI DEFINE VARIABLE ana,
following the steps shown in section 1.2, assign these labelsto thevalues 1, 2, and 3.
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Ch 3. UNIVARIATE ANALYSIS

A proper analysis of data must begin with an analysis of the statistical attributes of each variable
inisolation - univariate analysis. From such an analysis we can learn:

* how the values of avariable are distributed - normal, binomial, etc.%®

» thecentral tendency of the values of a variable (mean, median, and mode)
» dispersion of the values (standard deviation, variance, range, and quartiles)
» presence of outliers (extreme values)

+ if astatistical attribute (e.g. - mean) of a variable equals a hypothesized value

The answer to these questions illuminates and mativates further, more complex, analysis.
Moreover, failure to conduct univariate analysis may restrict the usefulness of further
procedures (like correlation and regression). Reason: even if improper/incomplete univariate
analysis may not directly hinder the conducting of more complex procedures, the interpretation
of output from the latter will become difficult (because you will not have an adequate
understanding of how each variable behaves).

This chapter explains different methods used for univariate analysis. Most of the methods
shown are basic - obtaining descriptive statistics (mean, median, etc.) and making graphs.
(Sections 3.2.e and 3.4.b use more complex statistical concepts of tests of significance.)

In section 3.1, you will learn how to use bar, line, and area graphs to depict attributes of a
variable.

In section 3.2, we describe the most important univariate procedures - frequencies and
distribution analysis. The results provide agraphical depiction of the distribution of avariable
and provide statistics that measure the statistical attributes of the distribution. We also do the
Q-Q and P-P tests and non-parametric testing to test the type of distribution that the variable
exhibits. In particular, we test if the variable is normally distributed, an assumption underlying
most hypothesistesting (the Z, T, and F tests).

Section 3.3 explains how to get the descriptive statistics and the boxplot (also called "Box and
Whiskers plot" for each numeric variable. The boxplot assistsin identifying outliers and
extreme values.

Section 3.4 describes the method of determining whether the mean of avariable is statistically
equal to a hypothesized or expected value. Usefulness. we can test to discover whether our
sampleissimilar to other samples from the same population.

Also see chapter 14 for non-paramateric univariate methods like the Runs test to determineif a
variable is randomly distributed.

%6 Check your textbook for descriptions of different types of distributions.
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Ch 3. Section 1 Graphs (bar, line, area, and pie)

Ch 3. Section l1.a. Simple bar graphs

Bar graphs can be used to depict specific information like mean, median, cumulative frequency,
cumul ative percentage, cumulative number of cases, etc.

Select GRAPHS/BAR. Bar Charts |

Select “Simple” and “ Summaries of
Groups of Cases.”

Click on the button “Define.” 5 Clustered

Stacked

Drata in Chart Are

*  Summaries for groups of cases
' Summanies of separate varables
" Walues of individual cases

ThefO”OWi ng dIaIOg bOX WIII Open Up_ L Detine Simple Ba: Summaiies lor Gioups of Cases
Hazx Ampragmnt
- - — - edhacakia ™ M of casns ™ %of cgees | u2
Note: \_(ouwnlseeverysmllar dlalpg fan_id o D X v |
boxesif you choose to make a bar, line, ol = [ ity Vrcioe] Rees |
area, or pie graph. Therefore, if you learn i Variable: ;m |
any one of these graph types properly you wolk_ect NN ==

will have learned the other three. The | _|
choice of graph type should be based upon
the ability and power of the graph to ':""I—'M Ao
depict the feature you want to show. E

Tangplsin

™ Uee chat tpedhicabora hom e |
= e, |
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Select the variable age. Placeit into
the box “ Category Axis.” This
defines the X-axis.

On the top of the dialog
box you will see the

X educatio
options for the farn_id " % of cases
. . f -
information on  the  |gender -  Cum, % of
variable age that can be pub_szec = Other summary function
. wange o
shown in the bar graph. work_ex i

Select the option “N of

3-3

s Delene Sampede: Bai Sommaiez o Grsupzs of Cenee
Eals Repiete

=TS 0,
Tyt % B of cases X of coees
:i";""—L""' = Do ool cases Oy % ol cldes Baate
pd_rsc T Dithet gurmmsaiy hurchion Fiasel
WagE
ek o Cancel

] T

i

i Define Simple Bar: Summaries for Groups of Cases

|

t

Ok
Pazte
HBezet
Cancel

Help

4l

Cases.” [EHarge SUmmiar..
Clickon“OK." E Cetenmm S
Template
[T Usze chart specifications from: Titles. I
LI Options. . |
Simple Bar Graph of Count of Age
€
=
o
O
AGE
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Ch 3. Section 1.b. Linegraphs

If you prefer the presentation of aline (or area) graph, then the same univariate analysis can be
done with line (or area) graphs as with bar charts.

N

Select GRAPHS LINE.

Select “Simple” and “ Summaries
of Groups of Cases.”

Cancel I
K }G{ b ultiple
Click on the button “Define.” il

ZEEE Crrop-ine

Data in Chart Are

& Summaries for groups of cazes
" Summaries of separate variables

 Walues of individual cazes

Thefollowi ng dlalOg box will : Define Simple Line: Summariez lor Groups of Cases
Open_ — Line Reprezents
]
oo i M of cazes % of cazes —I
farm_id © Cum. i © Cum, % of Easte I
It looks the same as the box for bar ~ |fam_mem O O B s S e
. gender Other zummany function Fleset |
graphs. The dialog boxes for bar, pub_sec e
line, and area graphs contain the ek e | _Caneel |
Same Options [Etiange Summari.. ﬂl
Category Auxis:
Template -
I Uze chart specifications from: Titles... I
Eile. | Optionz. .. |
PI ace the Variable edUC into the ! Define Simple Line: Summaries for Groups of Cases

box "Category Axis." This defines foge [[f meRresents ok |
the X-axis farn_id " M of cases % of cases
;aer?ﬂrg?m " Cum. nof cases " Cum. % of cazes Baste I
. f— " pub_zec " Other summary function B b
Click on the button "Titles. wage e _Beeet |
work_ex I—a”a El Cancel I
Chamge Summam.. I ﬂl

— Template

I Use chart specifications from: Titles...

Eiles.. | Options...

IF
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Enter text for the title and/or Titles H |
footnotes.

Title
Click on "Continue." Line 1: INumI:uE!r of people with specific education leve

Subtitle: |
Fontnote
Line 1: I

Line 2 I

variable, especialy if the variable wage e

is categorical. ks |

Cancel

Help

CIICk on*“ OK,” i Define Simple Line: Summaries for Groups of Caszes [ 2]
r — Line Reprezents ) . K
Note: Either abar or pie graph are fam_id @ leleEs ® Sofieeres ok |
typically better for depicting one il ® O, el @aces C Cum %ofcases | _Eatte |
yp y ep g pub_szec " Other gummary function Beset I

Chamge Summam.. I

oy Az

Template

I Use chart specifications from: Titles...

Eiles.. | Options...

I

800 T Number of people with specific education level
600 *§
400 ¢
200 "
g
3
O o} - = = = = = = - = = -
o 2 4 6 9 11 13 15 17 19 21 23
EDUCATION
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Ch 3. Section 1.c. Graphsfor cumulative frequency

Y ou may beinterested in looking at the cumulative frequency or cumulative percentages
associated with different values of avariable. For example, for the variable age, it would be
interesting to see the rate at which the frequency of the variable changes as age increases. Isthe
increase at an increasing rate (aconvex chart) or is at a decreasing rate (a concave chart)? At
what levelsisit steeper (i.e. - at what levels of age are there many sample observations)? Such
guestions can be answered by making cumulative bar, line, or area graphs.

Select GRAPHS/BARY. Bar Charts

Cancel I
Clustered Help I

Stacked

Select “Simple” and “ Summaries of Groups of
Cases”

Click on the button “Define.”

Drata in Chart Sre

= Summaries for groups of cazes

" Summaries of separate variables

" Walues of individual cases

Select the variable age. Place it into the  Dsfine: Simgbe Bar: Summasies for Groups of Cases
“Category Axis' box. This defines the X-
axis.
Thistime choose “Cum. n of cases” in the .
option box “Bars Represent.” Theresultis | |- [+ ] 1 _Cancal|
the cumulative distribution of the variable | _Hee |
age.

Categoiy hss:
Note: if you choose the “Cum. % of cases,” l;' Ea—
then the height of the bars will represent Tomplsie :
percentages. This may be better if you ! Lbem et speciieatins o M
want to perform the procedure for several 2| M

variables and compare the results.

Click on “OK.”

37 If you prefer to use line or area graphs, use similar steps.
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3000

2000

1000

Cumulative Frequency

15.00

AGE

Ch 3. Section 1.d. Pie graph

These charts provide alucid visual summary of the distribution of a dummy variable or a
categorical variable with several categories. Pie charts are only used when the values avariable
can take are limited®. In our data set, gender and pub_sec are two such variables.

Pie Charts B |

Drata in Chart Are

Go to GRAPHS/ PIE.

Select the option “ Summaries for
groups of cases.”

Define

Cancel |
Help |

* Sumrnares for groups of cazes

' Summanies of zeparate variables

" Walues of individual cases

Click on “Define.”

Choose the option “N of Cases.”

i Define Pie: Summaries for Groups of Cases

2% t € % of cases e
Famtoern —. - » o e _paste |
Note the similarity of the e — _Cance |
corresponding dialog boxes for CHiepee Summak | e |
bar, line, and area graphs. Aswe Define Slices by:
pointed out earlier, if you know
how to make one of the graph I Lie chn mecreations o Ties.. |
types, you can easily render the B gptions... |
other types of graphs.

3 A pie chart with too many "dlices' of the pieis difficult to read.
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Move the Variable gender intO : Define Pie: Summaries for Groups of Cases
the box “ Define Slices by.” o | Sliees Reprecent —
educ % M of cazes % of cases
A — . farn_id ., Past
Note: Click on "Titles' andtype  |fam_mem €7 Lum.n of cases © oum xofcases | _Basto |
in atltle -.T;ZESEC = Other §u\r:rn-ar:I furction FEeset |
wiork__e S AnAnl Tl
H 1] ” I _I
Click on “OK. T —— Help |
— Template .
™ Usze chart specifications from: Titles... |
Eile... | Options. .. |

ree |

Ch 3. Section 2 Frequencies and distributions

Thisis the most important univariate procedure. Conducting it properly, and interpreting the
output rigorously, will enable you to understand the major attributes of the frequency
distribution of each variable®.

% Using histograms and frequency statistics, we can answer several questions about the distribution of individual
variables. What is the nature of the distribution of avariable: normal, lognormal, exponential, uniform, etc? Isthe
variable distributed normally? Isit skewed, and if so, to the left or right? |sthere arange in which many
observations occur? Arethere outliers, and if there are, where do they lie? What is the mode?

Note: check your statistics text for definitions/descriptions of the terms we use. We do not go into the details of
statistical descriptions.
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Ch 3. Section 2.a.

frequency statistics

Go to STATISTICSY SUMMARIZE/
FREQUENCIES.

Select the variables and move them into the box
“Variable(s).”

Creating Histograms of dummy (gender and
pub_sec) or ID variables (fam id) is not useful.
The former have only two points on their
histogram, the latter has too many points (as each
ID isunique). We will therefore only make
histograms of continuous or categorical variables.

Unless the variables you have chosen are
categorical or dummy (i.e. - they have only afew
discrete possible values), deselect the option
“Display Frequency Tables.” Otherwise, you will
generate too many pages of output.

Note: Conduct the frequencies procedure twice -
Once for continuous variables (desel ecting the
option "Display Frequency Tables") and once for
categorical and dummy variables (this time

choosing the option "Display Frequency Tables").

Now you must instruct SPSS to construct a
histogram for each of the chosen variables. Click
on the button “ Charts.”

i Frequencies

farm_mem
gender
pub_szec
wiork_ex

[ Display frequency tables

Thedistribution of variables - histograms and

W anable(s):
age
educatio
Wage

Paste
Beset
Cancel

Help

elEfe e

Etatistica...l Chartz... | Earmmat... |
! Frequencies EHE
; W ariable[=]:
famoid . — Ok
farn_merm age -
gende[ educatio EEIStE |
pub_zec Wage
wiork_ex Beset |
- Cancel |
Help |
[ Dizplay frequency tables
Etatistics...l Charts... | Earmiat.. |
! Frequencies EHE
W ariable[=]:
famoid . — -EI k.
fam_rmem age
gende[ educatio EEIStE |
pub_zec Wage
wiork_ex Fezet |
- Cancel |
Help |
™ Display frequency tables
Etatistics...l Charts... | Earmiat.. |
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Choose to draw a histogram with anormal curve -
select the option “Histogram” and click on the box
to the left of the title “With normal curve™."

Throughout this chapter we stress methods of
determining whether avariable is distributed
normally. What isthe normal distribution and why
isit so important? A variable with anormal
distribution has the same mode, mean, and median,
i.e. - itsmost often occurring value equals the
average of values and the mid-point of the values.
Visually, anormal distribution is bell-shaped (see
the "idealized normal curve" in the charts on page
3-12) - the left half is amirror image of the right
half. The importance stems from the assumption
that "if a variable can be assumed to be distributed
normally, then several inferences can be drawn
easily and, more importantly, standardized tests
(likethe T and F tests shown in chapters 3-10) can
be applied." In simpler terms: "normality permits
the drawing of reliable conclusions from statistical
estimates.”

Frequencies: Charts

Chart Type

%) Erequencies: £ Bemcentages

".ﬁ.xis Label Dizplay

Click on “Continue.”

We also want to obtain descriptives. Click on the
button “ Statistics.”

Note: We repeat - conduct the frequencies
procedure twice. Once for continuous
variables (desel ecting the option "Display
Frequency Tables' but choosing the option
"With Normal Curve") and once for
categorical and dummy variables (thistime
choosing the option "Display Frequency
Tables" but deselecting "With Normal
Curve").

i Frequencies HE
s Wariable(z): =
farm_rmem age

gender educatio Paste
pub_zec wage

work_ex Reset

Cancel

Help

HHHHE

[ Dizplay frequency tables

#ﬁtatistics...l Eharls...l Earmnat...

O The latter will depict anormal distribution superimposed on the histogram. |f the histogram and the normal curve
are similar, then the variable is normally distributed. If they do not, then you must conduct Q-Q or P-P graphs to test

for the type of distribution of each variable (see section 3.2.b).

Www.vgupta.com




Chapter 3: Univariate Analysis 311

Select the options as shown. These statistics cover
the list of "descriptive statisti cs 4 42

The options under “Percentile values’ can assist in
learning about the spread of the variable across its
range. For avariable like wage, choosing the
option “Quartiles’ provides information on the
wage ranges for the poorest 25%, the next 25%, the
next 25%, and the richest 25%. If you wish to look
at even more precise sub-groups of the sample,
then you can choose the second option “ Cut points
for (let'ssay) 10 equal groups.” The option
percentile is even better - you can customize the
exact percentiles you want - For instance: “ poorest
10%, richest 10%, lower middle class (10-25%),
middle class (25-75%), upper middle class (75-
90%),” etc.

Click on “Continue.”
Click on OK.
The output will have one frequency table for all the

variables and statistics chosen and one histogram
for each variable.

Fregeencies: Slalishcs

Parcaniia 'V ahas
FF Quatie:

r Emm:lu[_ el e

[ Wabsns arm group midponis

[ipersion Diztabution
I S devision [ Mipwman ¥ Semwmees
™ Wessnce ™ Magmom ¥ Gt
[ Repgr P 5E nen
i+ Frequencies EHE
; Wariable(=]:
farad —
farm_rmem age m
gender educatio Baste
pub_zec wage 4|
work_ex Rezet |
- Cancel |
Help |
[ Display frequency tables
Statiztics... Charts... | Earmiat |

“ The median and interquartile range (75" - 25™ percentile or 3- 1% quartile) have a useful property - they are not
affected by some outliers or extreme values. Another measure of dispersion is the Semi-Interquartile Range, defined

as[(3"- 1% quartile) divided by 2.

“2 Skewness measures the degree of symmetry in the distribution. A symmetrical distribution includes eft and right
halves that appear as mirror images. A positive skew occursif skewnessis greater than zero. A negative skew
occurs if skewnessislessthan ten. A positive skewness indicates that the distribution is |eft heavy. You can
consider values between 0 and 0.5 as indicating a symmetrical distribution. Kurtosis measures the degree to which
the frequencies are distributed close to the mean or closer to the extremes. A bell-shaped distribution has akurtosis
estimate of around 3. A center-heavy (i.e. - close to the mean) distribution has an estimated kurtosis greater than 3.
An extreme-heavy (or flat) distribution has akurtosis estimate of greater than 3. (All in absolute terms)
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Statistics
AGE education | WAGE/HR | WORK_EX
N Valid Statistic 2016 2016 2016 2016
Missing Statistic 0 0 0 0
Mean Statistic 34.68 6.09 9.05 10.82
Median Statistic 33.50 5.00 5.95 8.29
Std. Deviation Statistic 11.77 5.60 11.23 9.17
Skewness Statistic .39 .69 6.29 1.10
Std. Error .055 .055 .055 .055
Kurtosis Statistic -.611 -.649 67.020 .850
Std. Error .109 .109 .109 .109
Percentiles 25.0000 Statistic 25.00 1.00 3.69 3.50
50.0000 Statistic 33.50 5.00 5.95 8.29
75.0000 Statistic 43.00 11.00 11.32 16.00

In the next three graphs, the heights of the bars give the relative frequencies of the values of

variables. Compare the bars (as a group) with the normal curve (drawn as a bell-shaped line
curve). All three variables seem to be left heavy relative to the relevant normal curves, i.e. -
lower values are observed more often than higher values for each of the variables.

We advise you to adopt a broad approach to interpretation: consult the frequency statistics result

(shown in the table above), the histograms (see next page), and your textbook.

Ageisdistributed more or less
normally*® but with aslightly heavier
distribution around the lower half.

On the lower-right corner, the chart
provides the most important statistics -
standard deviation, mean, and sample
size. (The other statistics - like the
median, mode, range, skewness, and
kurtosis) are usually more visually
identifiable from a histogram. The
mode is the highest bar, the median has
half the area (under the shaded bars) to
its left, and the skewness and kurtosis
are measures of attributes that are
easily identifiable.

700

600

500

400

300

“3 See how the bars follow a similar pattern to the "idealised normal curve."

Idealized normal curve (line)

Actua distribution (bars)

Std. Dev = 11.77
Mean = 34.7
N = 2016. 00
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Education does not seem to have a
normal distribution. It hasa mode at
its minimum (the mode is the value on
the X-axis that corresponds to the
highest bar).

Wage also does not look hormally
distributed. It is left-skewed.

1000

800

600

400

Fr equency
N
o
o

o

Hi st ogram

Std. Dev = 5.60
Mean = 6.1
N = 2016. 00

1400

The P-P or Q-Q tests and formal tests
are used to make a more confident
statement on the distribution of wage.
These tests are shown in sections 3.2.b
-3.2.e

1200

1000

800

600

Ch 3. Section 2.b.

400

200

F equency

H st ogram

continuous variables

The next step is to determine the nature of the distribution of a variable.

Std. Dev = 11.23
Mean = 9.0
N = 2016. 00

Checking the nature of the distribution of

The analysis in section 3.2.a showed that education, age, and wage might not be distributed
normally. But the histograms provide only arough visual idearegarding the distribution of a
variable. Either the P-P or Q-Q procedure is necessary to provide more formal evidence®. The
P-P tests whether the Percentiles (quartiles in the case of the Q-Q) of the variables distribution
match the percentiles (quartilesin the case of the Q-Q) that would indicate that the distribution

is of the type being tested against.

** The two methods are roughly equivalent, so we use only one of them here - the Q-Q test. Many statisticians

consider these methods to be insufficient. Section 3.2.e shows the use of a more stringent/formal test.
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Checking for normality of continuous variables

i W1 Flots

Go to GRAPHS/Q-Q.

Select the variables whose "normality"
you wish to test.

On the upper-right side, choose the
distribution “Normal” in the box “ Test
Distribution.” Thisisindicating to SPSS
to “test whether the variables age,
education, and wage are normally
distributed.”

T raarecd o
™ Hahuesd oy based o

[T Slardsidips vaiusz
[T Difeience
-

Cupent Pescdicir Mons

Progaetion E stimation Fonmls

= Hlom's " Fankit © Tukeyt
™ Wy dar \Wimmidan's

Flic Atignad ko Tiee

¥ Hean T Hgh © Low
™ Dresk bes sty

In the area “ Transform,” deselect all™®.
In the areas “ Proportion Estimation

46 ) Farny_id
Formula’™ and “Rank Assigned to ';TET“
Ties”* enter the options as shown. put_se

A digression: The "Proportion Estimation
Formula" uses formulae based on sample
size and rank to calculate the "expected"”
normal distribution.

Froportion E stimation Formula

" Wan der Waerden's

‘Wanshlag:
age
[ o)

<]

T rarecd o
™ Hahuesd oy based o

[T Slardsidips vaiusz

Propostion E stimation Fomls
= Bln's ekt ¢ Tudos
™ Wy dar \Wimmidan's

Flark Atgred lo Ties

¥ Hean © Hgh © Low
™ Dresk bes sty

Clickon“OK.”

5 The next section shows the use of the "Transformation” feature.

46 A detailed explanation of thisis beyond the scope of this book.

47 |f two values have the same rank (e.g. - if both are 18" largest") what rank should be given to them in the
mathematical procedure underlying the P-P or Q-Q? The choice "Mean" implies that the mean rank would be used

(continuing the example, this number would be 18.5).
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In the following three graphs,
observe the distance between the
diagonal line and the dotted curve.
The smaller the gap between the
two, the higher the chance of the
distribution of the variable being the
same as the “ Test Distribution,”
which in this case is the normal
distribution.

The Q-Q of age suggeststhat it is
normally distributed, asthe
Histogram indicated in section 3.2.a.

The Q-Q of education suggests that
the variable is normally distributed,
in contrast to what the histogram
indicated in section 3.2.a.

Note: The P-P and Q-Q are not
formal tests and therefore cannot be
used to render conclusive answers.
For such answers, use the formal a8
testing method shown in section
3.2.e or other methods shown in
your textbook.

3-15

Nor mal QQPI ot of AGE
70
60l nn
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g e
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2 209 nnn

© (=]
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g 10 =

o =]

@ o _ _ i} i} i} i}
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Nor mal QQPI ot of EDUCATION
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20l nnﬂ
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2 o

- 0°f

Qo
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(]

o

d a0 _ - -

-10 0 10 20 30
Cbser ved Val ue

8 A "formal" testing method typically involves the use of a hypothesis test that, in turn, usesatest likethe T, F, Z,
etc. An "informal" testing method is typically a graphical depiction.
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Wage is not normally distributed(the
dotted curve definitely does not
coincide with the straight line).

Although the histogram showed that
all three variables might be non-
normal, the Q-Q shows that only one
variable (wage) is definitely not
normally distributed.

Expect ed Nor mal Val ue

Nor mal QQPl ot of WAGE

60

40 oo o

20"

20+

-40
-100 0 100 200

Obser ved Val ue

Ch 3. Section 2.c. Transforming a variable to make it normally
distributed

The variable wage is non-normal as shown in the chart above. The skew hints that the log of
the variable may be distributed normally. Asshown below, thisis borne out by the Q-Q
obtained when a log transformation®® of wage is compl eted.

Go to GRAPHS/Q-Q.

Place the variable wage into the
box “Variable.”

On the right, choose “Normal” in
the “Test Distribution” box.

In the “Transform” options area,
choose “Natural Log
Transform™.”

Click on"OK."

L 0-0 Pl BEE

A
educato
fam,_id

| &ri_ e
gender
pusli_sac
wiork_ex

g Test Disvibuson
|Ha|md "'l Paste |

E Diistrbastion Parameter: Eil

¥ Estimate from data Cance |
| Hels
Iy

Proportion E stimation Formla

I+ Blom's 1 Fanki © Tukey's
™ W ey Wamiden's

Rark Assigred 1o Ties

T Mean [ High © Low

™ Dilleenes
r

Cunent Pericdicity:  Hone 1% Bresk lies arbiraiy

=171

49 |f the term "log" or the concept of variable "transformation" are not familiar (and confusing), you can skip over to

section 3.2.e.

% | n effective, SPSSis not testing the variable wage for normality but, instead, the variable log of wage.
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Thelog transformation of wage is
normal as can be seen in the next Normal Q Q Plot of WAGE

chart (the dotted curve coincides 5

with the straight line). ‘j
4 L

Expect ed Nor mal Val ue

Cbserved Val ue

Transforms: natural |og

Ch 3. Section 2.d. Testing for other distributions

The Q-Q and P-P can be used to test for non-normal distributions. Following the intuition of
the results above for the variable wage, we test the assumption that wage follows a lognormal
distribution.

Note: Check your statistics book for descriptions of different distributions. For understanding
this chapter all you need to know is that the lognormal is like a normal distribution but with a
slight tilt toward the |eft side (lower values occur more frequently than in anormal distribution).

Place the variable wage into the
box “Variable.”

- Plaks

B Wiablag:
[ Tl g
On the right, choose kel
“Lognormal” in the box “Test gender et |
s, . " mab_tec [rialteSon P arsben
Distribution. o B = Estonefs foan deim Carca |
In the "Transform" options |— ¥t |
area, deselect dll.
Proposon E samaston Fomrmks
. r ; ;
CIICk on I OK.” Eﬂldwumm fa H_mi - M' r Il‘.‘rﬂ‘
™ Swandudge vakes ™ Wi e Wasnden's
[ Difwsnca Rlark &ssgredio Ties

f Bean € fHigh T Low
Cumeed Feriodcidy  Flone ™ Bresk e arbitesiy
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The Q-Q shows that wageis
distributed lognomally (the Lognormal Q- Q Plot of WAGE

dotted curve coincides with the %
straight line).

60

Note: If the terms (such as
lognormal) are unfamiliar to
you, do not worry. What you
need to learn from this section
isthat the P-P and Q-Q test
against several types of
standard distributions (and not

40 L

20

Expect ed Lognor mal Val ue

only the normal distribution). 0 10 20 30 40

bserved Val ue

Ch 3. Section 2.e. A Formal test to determinethedistribution
type of avariable

The P-P and Q-Q may not be sufficient for determining whether avariable is distributed
normally. While they are excellent "visual" tests, they do not provide a mathematical

hypothesis test that would enable us to say that the "hypothesis that the variable's distribution is
normal can be accepted.” For that we need aformal testing method. Y our textbook may show
several such methods (a common one is the Jacque-Berra). In SPSS, we found one such formal

test - the "Kolmogorov-Smirnov" test. Using this test, we determine whether the variables are
distributed normally.

i One-5ample Kolmoooro¥-Smirnow Test

farn_id TestYanable List: ak
farn_rnem
pub_sec Paste

Bezet

4

Caricel

Help

K
_Base |
et |
[
EN

— Test Distribution
W Momal [ Uniform [ Pojzzon

Goto STATISTICS/ NONPARAMETRIC TESTS/ 1-SAMPLE K-S.
Move the variables whose normality you wish to test into the box "Test Variable List."

Choose the option "Normal." Click on "OK." Theresult isin the next table. Thetest statistic
used is the Kolgoromov-Smirnov (or smply, K-S) Z. It is based upon the Z distribution.
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One-Sample Kolmogorov-Smirnov Test
Age in
complete  Hourly Net
years Income
N 1444 1446
Normal Parameters®®  Mean 34.27 1.6137
Std. Deviation 11.14 1.7733
Most Extreme Absolute 11 .193
Differences Positive 111 171
Negative -.065 -.193
Kolmogorov-Smirnov Z 4.299 7355
Asymp. Sig. (2-tailed) .83 21
a. Test distribution is Normal.
b. Calculated from data.

In class, you may have been taught to compare this estimated Z to the appropriate51 valueinthe
Z-distribution/test (look in the back of your book - the table will be there along with tables for
the F, T, Chi-Square, and other distributions.) SPSS makes this process very simple! It
implicitly conducts the step of "looking" at the appropriate table entry and calcul ates the
"Significance" value. ALL YOU MUST DO ISLOOK AT THE VALUE OF THIS
"SIGNIFICANCE" VALUE. Theinterpretation isthen based upon where that value standsin
the decision criterion provided after the next table.

If sig is less than 0.10, then the test is significant at 90% confidence (equivalently, the
hypothesis that the distribution is normal can be rejected at the 90% level of confidence). This
criterion is considered too "loose" by some statisticians.

If sig is less than 0.05, then the test is significant at 95% confidence (equivalently, the
hypothesis that the distribution is normal can be rejected at the 95% level of confidence). This
is the standard criterion used.

If sig is less than 0.01, then the test is significant at 99% confidence (equivalently, the
hypothesis that the distribution is non-normal can be rejected at the 99% level of confidence).
Thisisthe strictest criterion used.

Y ou should memorize these criteria, as nothing is more helpful in inter preting the output
from hypothesistests (including all the testsintrinsic to every regression and ANOVA
analysis). You will encounter these concepts throughout sections or chapters 3.4, 4.3, 5, 7, 8, 9,
and 10.

In thetestsabove, the sig valueimpliesthat thetest indicated that both variablesare
normally distributed. (The null hypothesisthat the distributions are normal cannot be
rejected.)

®! The aptnessis based upon the degrees of freedom(s), level of significance, etc.
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Ch 3. Section 3 Other  basic univariate procedures
(Descriptives and Boxplot)

The "Descriptives' arethelist of summary statistics for many variables - the lists are arranged
inatable.

Boxplots are plots that depict the cut-off points for the four quartiles: 25th percentile, 50th
percentile, 75th percentile, and the 99.99th percentile. Essentially, it allows usto immediately
read off the values that correspond to each quarter of the population (if the variable used is
wage, then "25% youngest," "50% youngest,”...and so on.) Section 3.3.b. has an example of
boxplots and their interpretation.

Ch 3. Section 3.a. Descriptives

Section 3.2.a showed you how to obtain most of the descriptive statistics (and also histograms)
using the "frequencies’ procedure (so you may skip section 3.3.a).

Another way to obtain the descriptives is described below.

Goto i Deszcriptives EHE |
STATISTICS'SUMMARIZE/ iarisblels] =
D_ESCRIPTIVES. A very simple e - |
dialog box opens. fam_id Easte |
farn_rmem —
gender Fezet
pub_zec _—I
wage Cancel |
wiork_em
Help |
I Save standardized values as varables Optionz. .. |
Select the variable whose ! Descriptives |

descriptives you would like to
find. Do not select dummy or
categorical variables because
they are qualitative (making any
guantitative result like
"mean=0.3" may be irrelevant).

Wariable[z): e

Easte
Beszet

Cancel

To select multiple variables, Help

click on thefirst one, press the
CTRL key and, keeping the key
pressed, choose the other
variables.

[ Save standardized values as variables Optionz...

F lelelel |
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Move them into the box : Descriptives

Variable(s). — Yariable(s ak |
L fam_mem

Y ou must choose the statistics gender Paste |
with which you want to work. pub_sec —
H “ H ” nese

Click on the button “Options. —I

Cancel |

Help |

[ Save standardized waluss as variables DOptions... |

Select the appropriate sttistcs™.

Note: Refer to your textbook for I ean I Sum
detailed explanations of each [ Dispersion— B Cancel |
statistic. ¥ Std deviation ¥ Minirum
[ Warance ¥t agimum ﬂl
Click on “Continue.” I Range ™ SE mean
— Distribution
WV Eurtosiz
— Dizplay Order
& " ariable list
i Alphabetic

i Azcending means

" Descending means

Click on “OK.” i Descriptives EHE
. . - Wariable(s):

The output is shown in the next fam id_ ‘EIE;:L

table. Interpretation isthe same gender educ Paste |

asin section 3.2.a. Note the poor pub_zec Mﬁﬁfm

formatting of the table. In <] _Feset |

section 11.1 you will learn how Cancel |

to improve the formatting of Hel

output tables such as this one. _lE P
™ Save standardized values as variables Options. . |

52 Note that almost all of these statistics can be obtained from STATISTICS/ SUMMARIZE/ FREQUENCIES (see
section 3.1).
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N Minimum | Maximum| Mean | Std. Error Skewness Kurtosis
Statistic  |Statistic  |Statistic |Statistic |Statistic |Statistic  Std. Error |Statistic  Std. Error

Age 2016 15.00 66.00 11.77 34.68 0.39 0.06 -0.61 0.11
Education 2016 0.00 23.00 5.60 6.09 0.69 0.06 -0.64 0.11
Wage 2016 0.00 189.93 11.23 9.04 6.28 0.06 67.00 0.11
Work Experiencq 2016 0.00 48.00 9.17 10.81 1.09 0.06 0.85 0.11
Valid N (listwise)| 2016

Ch 3. Section 3.b. Boxplots

The spread of the values can be depicted using boxplots. A boxplot chart provides the medians,
guartiles, and ranges. It also provides information on outliers.

Go to GRAPHS/BOXPLOT.

Choose “ Simple” and “ Summaries for groups of

Click on “Define.”

The following dialog box will open up.

Move the variables age and work_ex into the
“Boxes Represent" box.

Click on "OK."

Boxplot

Cancel |
Help |

i Define Simple Boxplot: Summaries of Separate___ [l E3

Boxes Reprezent:

iage
educ
farn_id
fam_mem
gender
old_wage
pub_zec
wage
work_ex

Label Cases by:

R

E el

ok
Eazte
Bezet
Cancel

Help

Options

i Define Simple Boxplot: Summaries of Separa

Boxez Reprezent:

work e

Label Cazes by:

i

Pazte
Beszet
Cancel

Help

T

Options
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Interpretation: o

ab: lowermost quartile [0-25%)] 60 4
b-c: second lowest quartile [25-50%)] 50 4
C: mean

c-d: second highest quartile [50-75%)]

d-e: highest quartile [75-100%]

Theindividual cases above the highest -~

quartile are the outliers.

-10

N= 2016 2016
AGE WORK_EX

Ch 3. Section 4 Testing if the mean is equal to a
hypothesized number (the T-Test and error
bar)

After you have obtained the descriptives, you may want to check whether the means you have
are similar to the means obtained in:
» another sample on the same population

» alarger survey that covers a much greater proportion of the population

For example, say that mean education in a national survey of 100 million people was 6.2. In
your sample, the mean is 6.09. Isthisstatistically similar to the mean from the national survey?
If not, then your sample of education may not be an accurate representation of the actual
distribution of education in the population.

There are two methods in SPSS to find if our estimated mean is statistically indistinct from the
hypothesized mean - the formal T-Test and the Error Bar. The number we are testing our mean
against is called the hypothesized value. In this example that valueis 6.2.

The Error Bar is a graph that shows 95% range within which the mean lies (statistically). If the
hypothesized mean is within this range, then we have to conclude that "Our mean is statistically
indistinct from the hypothesized number."
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Ch 3. Section 4.a. Error Bar (graphically showing the confidence
intervals of means)

The Error Bar graphically depicts the 95% confidence band of a variable's mean. Any number
within that band may be the mean - we cannot say with 95% confidence that that number is not
the mean.

Go to GRAPHS/ ERROR BAR. Choose"Simple" type. Select the option " Summaries of

separate variables."
Click on "Define."

Error Bar

Cancel

F Clustered

Ml

Help

— Drata in Chart Are

™ Summaries for groups of cazes

—h = Summaries of separate vanables

In the box "Error Bars," place the variables whose " Confidence interval for mean” you wish to
determine (we are using the variable wage)

Choose the confidence level (the default is 95%. Y ou can type in 99% or 90%).

Click on "OK."

i Define Simple Error Bar: Summanes of Separate ...

ane Error Bars: . kK. |
fam_id
farm_mem Pazte |
pub_sec
Reszeat |
Cancel |
Help |
Bars Represent
Confidence interval for mean ;I
Level: |E|5 Tl e |2
1 |
— Template
[T Use chart specifications from: Titles. .. |
Hile. I Options. .. |
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6.55
f h Mean
w
Q
<
S
g 6.04

299
WAGE

The Error Bar gives the 95% confidence interval for the mean>". After looki ng at the above

graph you can conclude that we cannot say with 95% confidence that 6.4 is not the mean
(because the number 6.4 lies within the 95% confidence interval).

Ch 3. Section 4.a.

Go to STATISTICS MEANS ONE-
SAMPLE T-TEST.

In area 1 you choose the variabl e(s) whose
mean you wish to compare against the
hypothesized mean (the value in area 2).

educatio
farm_id
fam_mem
gender
pub_zec
wage
work_es

A formal test: the T-Test

P 0One-Sample T Test

Test Wanable[z]:

Select the variable educatio and put it in
the box “Test Variable(s).”

i One-Sample T Test

age
fam_id
fam_rnem
gender
pub_sec
wage
wiork,_ e

N

Teszt Walue: IEI

]
Easte
Bezet
Cancel

Help

A,

Ok
Pazte
Rezet
Cancel

Help

HEHEE

Optionz...

%3 The Error Bar can also be used to depict the 95% confidence interval for the standard deviation (see section 4.3).
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Inthe box “Test Vaue” enter the : l]ne Sample T Test
hypothesized value of the mean. In our

example, the variable is education and its fagrﬁ . Testyaisblel]
test value = 6.2. fam_mem
gender
pub_zec E
SPSS checks whether 6.2 minus the ﬁgﬁf i
sample mean is significantly different
from zero (if so, the sample differs
significantly from the hypothesized
population distribution).
Click on"OK."
One-Sample Test
Test Value=6.2
95% Confidence
Interval of the
Mean Difference
t df Difference L ower Upper
EDUCATION -.875 2015 -11 -35 14

The test for the difference in sample mean from the hypothesized mean is statistically
insignificant (asit is greater than .1) even at the 90% level. Wefail to reject the hypothesis that
the sample mean does not differ significantly from the hypothesized number>*,

Note: If sigislessthan 0.10, then the test is significant at 90% confidence (equivalently,
the hypothesis that the means are equal can be rejected at the 90% level of confidence).
Thiscriterion isconsidered too " loose" by some.

If sig is less than 0.05, then the test is significant at 95% confidence (equivalently, the
hypothesis that the means are equal can be regected at the 95% level of confidence). This
isthe standard criterion used.

If sig is less than 0.01, then the test is significant at 99% confidence (equivalently, the
hypothesis that the means are equal can be regected at the 99% level of confidence). This
isthestrictest criterion used.

Y ou should memorize these criteria, as nothing is more helpful in interpreting the output from
hypothesis tests (including all the tests intrinsic to every regression, ANOVA and other
analysis).

Your professors may like to see this stated differently. For example: "Failed to reject null
hypothesis at an alphalevel of .05." Use the terminology that the boss prefers!

Referring back to the output table above, the last two columns are saying that "with 95%
confidence, we can say that the mean is different from the test value of 6.2 by -.35t0 .14 - that
is, the mean liesin the range '6.2-.35' to '6.2+.14' and we can say this with 95% confidence."

*The sample mean of education is statistically close to the hypothesized value.
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To take quizzes on topics within each chapter go to http://www.spss.org/wwwrroot/spssquiz.asp
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Ch 4. COMPARING SIMILAR
VARIABLES

Sometimes a data set may have variables that are similar in several respects - the variables
measure similar entities, the units of measurement are the same, and the scale of the ranges is
similar™.

We debated the justification for a separate chapter on methods that are not used in a typical
analysis. For the sake of completeness, and because the topic did not fit seamlessly into any
other chapter, we decided to stick with this chapter. The chapter also reinforces some of the
skillslearned in chapter 3 and introduces some you will learn more about in chapter 5.

If you feel that your project/class does not reguire the skills taught in this section, you can
simply skip to chapter 5.

In section 4.3, we describe how the means (or other statistical attributes) of user-chosen pairs of
these variables are compared. For non-normal variables, a non-parametric method is shown.

In the remaining portion of the chapter we show how graphs are used to depict the differences
between the attributes of variables. In section 4.2, we describe the use of boxplotsin comparing
several attributes of the variables - mean, interquartile ranges, and outliers.

Note: Y ou could compare two variables by conducting, on each variable, any of the univariate
procedures shown in chapter 3. Chapter four shows procedures that allow for more direct
comparison.

Ch 4. Section 1 Graphs (bar, pie)

L et's assume you want to compare the present wage with the old wage (the wage before a
defining event, such asadrop in ail prices). You naturally want to compare the medians of the
two variables.

% Two examples:
«  Twelve variables, one for each month, that have spending in a particular month.

e Sixvariables, each of which captures the percentage increase in a stock index at a specific stock
exchange in adifferent city (New York, London, Tokyo, Paris, Frankfurt, and Hong Kong).

An interesting analysis would be a comparison of these variables. In the first example, such an analysis can indicate
the differences in spending across the months. In the second example, such an analysis can tell us about differences
in average price movement in the major stock market indices. This chapter discusses such comparisons.
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Go to GRAPHS/ PIE.

Note: Y ou can use a bar graph
instead.

Select “ Summaries of separate
variables.”

Click on “Define.”

Move the two variables into the
box “Slices Represent.”

By default, the statistic used last
time (in this case, “Sum”) is
assigned to them. Remember that
you want to use the medians. To
do so, click on the button
“Options.”

Select the option “Median of
values.”

Note: In all of the graphical
procedures (bar, area, line, and
pie), the option " Summary
Function" provides the same list of
functions.

Click on “Continue.”

Pie Charts

D ata in Chart Are

i Define Pie: Summaries of Separate Yariables

Farn_id
Fam_mem
gender
old
pub_szec
wage
waork__ex

Slices Heprezent:

wage

Change Summan,. .. I

SUM[old wage]

Template
’7|_ ilze chart specifications from:;

E= |

Titiswmmaly Cpticns...

Summary Function

Surmmary Function far Selected WWariable(=]

B E3

b4
: Yarlance
rMode of valuesz

MHumber of cazes

TN

Sum of values

Standard dewiation

Finirnur walus
bl axirnum walue

Curmulative zum

Cancel

i

Help

990 '}'}'}!"s

=[] = I

FPercentage abowve
Percentage below
Percertile:

" Mumber above
" Mumber below

—

D I

Percentages inside

Hiaks I

i Murber inside

™ “alues are grouped midpoints
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The functions Change to median. : Define Pie: Summaries of Separate Yariables

age Slices Represze
educ WAED | =
farm_id Paszt
. " " far_rnem ﬂl
Click on “OK. gender : Bieset |
old wads a |
. pub_zec Cancel |
This method can compare several wage
. . . woar (=
variables at the same time, with - _ Help |

each "dlice" of the pie representing
one variable.

Change Surnmmary. .. I

Template

I Use chart specifications from:

e I

Title=. .. I Options. .

QD WAGE

Interpretation: the median of wage is higher than that of old_wage.

Ch 4. Section 2 Boxplots

The spread of the values of two similar variables can be compared using boxplots. Let's assume
that you want to compare age and work experience. A boxplot chart compares the medians,
quartiles, and ranges of the two variables™. It also provides information on outliers.

% | n separate boxplots on the same chart. Asareminder: the first quartile defines the value below which 25% of the
variables values lie, the second quartile (also called the median or mid-point) defines the value below which 50% of
the variables values lie, the third quartile defines the value below which 75% of the variables valueslie, and the
interquartile range is defined by the values of the third and first quartiles.
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Go to GRAPHS/BOXPLOT.

Choose “ Simple” and “ Summaries of Separate
Variables.”

Click on “Define.”

The following dialog box will open.

Move the variables age and work_ex into the box
“Boxes Represent.”

Click on"OK."

-\ Cancel |
Help |

sﬂ | Clustered

— Data in Chart Are

" Summaries for groups of cazes
* Summaries of zeparate variables

! Define Simple Boxplot: Summaries of Separate_._ Bl E3

Bozes Represent: [k |

Easte |

gender Besst |

E{?E_tzie Cancel |
wage

work_ex Help |

Label Cases by Qptions... |

i Define Simple Boxplot: Summaries of Separate. __ i

Label Cazes by:

\i
=
s
=]
@

Interpretation:

70

ab: lowermost quartile (0-25%) 60 1

b-c: second lowest quartile (25- 50 1
50%)

40 A

C: mean %0
c-d: second highest quartile (50- 20 4
75%)

10 4

d-e: highest quartile (75-100%)

The individual cases above the 10

a

highest quartile are the outliers. N=

2016 2016
AGE WORK_EX
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Ch 4. Section 3

Ch 4. Section 3.a. Error

Comparing means and distributions

Bars

Error bars graphically depict differences in the confidence intervals of key statistics of the

distributions of variables (note: use only

if the variables are distributed normally).

Let's assume you want to compare
aspects of the distribution of the
current wage (wage) and the wage
before (let us further assume) the
company was bought (old_wage).

To do so, go to GRAPHS / ERROR
BAR. Choose the options " Simple"
and "Summaries of separate

variables." Press"Define." _»

Error Bar

e

Cancel |

Clustered

it

— Drata in Chart &re

Help |

¢~ Summaries for groups of cazes

' Summaries of separate varables

In the area "Error Bars," place the
variables whose means you wish to
compare.

In the area"Bars Represent,” choose
the statistic whose confidence
interval you want the error bars to
depict. You will typically choose
the "Confidence interval of mean"
(below, we show examples of other
statistics).

Choose the confidence level you
want the Error Barsto depict. The
default is 95%. We would advise
choosing that level.

Click on "Titles."

]|

+ Define Simple Error Bar: Summanes of Separate .

age Error Bars: Ok |
educ
. Wage
;am_ld M Paste |
arn_rmern I
gender E Heszet
pub_sec ;l
work_ex Cancel |
Help |
Barz Represzent
II:-:unfil:Ience interval for mean
Lewel |95 = ultiplies |2
— Template

Titles. .. |
Dptions... |

[T Use chart specifications from:
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Enter a descriptivetitle, subtitle, Titles x|
and footnote. o

— Title:

Note: Many SPSS procedures
include the "Titles" option. To
conserve space, we may skip this
step for some of the procedures.
We do, however, advise you to
aways use the "Titles" option.

Click on"OK."

The output is shown below. Each
"Error Bar" defines the range within
which we can say, with 95%
confidence, the mean lies. Another
interpretation - we cannot reject the
hypothesis that any number within
the range may be the real mean. For
example, though the estimated mean
of wage is $9 (see the small box in
the middle of the Error Bar), any
value within 8.5 and 9.5 may be the
mean. In essence, we are admitting
to the fact that our estimate of the
mean is subject to qualifications
imposed by variability. The
confidence interval incorporates
both pieces of information - the
estimate of the mean and its
standard error.

* Continue I

Line1: |Eu:um|:uaring confidence intervals of old and ne

Line & |[E|5‘Z Confidence Lewvel)
Help

Subtitle: INDte: Thiz is the weekly wage]
— Footnote

Line 1: IMeasured in dollars

Line 2 |

Cancel |

;

Error Bars: ’
age E k.
educ - 4'
fEIITI_il:I Eagte |
farn_rmem
gender E Beset |
pub_sec
work_ex Cancel |
Help |
Barz Represent
IEnnfidence interval for meam P j
Lewvel |95 % Mulbipliers |2
— Template
[ Use chart specifications from; Titles... |
Eile:.. | Optionz... |
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10.0

(95% Confidence Level)

Note: This is the weekly wage

Comparing confidence intervals of old and new wage

9.0 «

8.0 «

7.5

7.0

95% CI

9.5 o e E—

Measured in dollars

2016

WAGE

20;6
OLD_WAGE

We now show an example of using
Error Barsto depict the " Standard
Error of mean." To do so, repeat all
the steps from above except for
choosing the option " Standard error
of mean" (and typingin"2" to ask
for "+/- 2 standard errors') in the
area "Bars Represent."

The output is shown below. The
graph looks the same as for the 95%
confidence interval of the mean.
Reason? The 95% interval is"mean
+ 2 standard errors," the 90%
interval is"mean + 1 standard
error," etc.

i Define Simple Error Bar: Summarnies of Separate ... |

age

educ
fam_id
farn_rmem
gender
pub_sec
work_ex

Error Bars:

wWage
old_wage

— o |
[Tea ]

Barz Represent

Standard error of mean

[Level |95 % Multiplier: |2

— Template

[ Use chart specifications from;

Titles. .. |
Optionz... |

Www.vgupta.com




Chapter 4: Comparing similar variables 4-8

Comparing confidence intervals of old and new wage
(95% Confidence Level of standard error of means)

Note: This is the weekly wage
10.0

95 « B E—

9.0 « m

85 = _— e

8.0 « m

75 -

Mean +- 2 SE

7.0

N= 20]-.6 201-.6
WAGE OLD_WAGE

Measured in dollars

Another statistic the Error Bar can

! b i Define Simple Error Bar: Summarnies of Separate ...
show is the " Standard deviation of

thevariable.” To view this statistic, | fage.. Error Bars:
repeat all the steps from above Fadrh‘ci | wage
except for choosing the option Fam e old_wage ﬂl
"Standard deviation" (and typing in gender |
"2" to ask for "+/- 2 standard Pu':'ESEC
errors") in the area "Bars HOTR_B |
Represent."
The output is shown below. Each SlerslheprzE
"Error Bar" defines the range within | Standard deviation
which we can say, with 95% .

. ! . i IEE S : |2
confidence, the standard deviation Level Mlipler
lies. Another interpretation: we
cannot reject the hypothesisthat any || Template .
number within the range may be the ™" Use chart specifications from: ﬂl
real standard deviation. For |[= | Options. .. |
example, though the estimated

standard deviation of wage is $10
(see the small box in the middle of
the Error Bar), any value within -8
and 32 may be the standard
deviation. In essence, we are
admitting to the fact that our
estimate of the standard deviation is
subject to qualifications imposed by
variability. The confidence interval
incorporates both pieces of
information - the estimate of the
standard deviation and its standard

Www.vgupta.com




Chapter 4: Comparing similar variables 4-9

error.

Comparing confidence intervals of old and new wage
(95% Confidence Level of standard deviations)

Note: This is the weekly wage
40

20 «

10 = o

-10 =

Mean +- 2 SD

-20

N= 2016 2016
WAGE OLD_WAGE

Measured in dollars

Ch 4. Section 3.b. The paired samples T-Test

Let's assume you have three variables with which to work - education (respondent’ s education),
moth_ed (mother’s education), and fath_ed (father’ s education). Y ou want to check if:

» The mean of the respondent’s education is the same as that of the respondent's mother's

» The mean of the respondent’s education is the same as that of the respondent's father's

Using methods shown in sections 3.2.aand 3.3, you could obtain the means for all the above
variables. A straightforward comparison could then be made. Or, canit?"Isit possible that our
estimates are not really perfectly accurate?"

The answer is that our estimates are definitely not perfectly accurate. We must use methods for
comparing means that incorporate the use of the mean's dispersion. The T-Test issuch a
method.
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Goto STATISTICS MEANY
PAIRED SAMPLES T-TEST.

In the dialog box, choose the pair
educatio and fath_ed. To do this,
click on the variable educatio first.
Then pressthe CTRL key on the
keyboard and, keeping CTRL
pressed, click on the variable
fath_ed.

Y ou have now successfully selected
the first pair of variables”’.

To select the second pair, repeat the
steps - click on the variable educatio
first™. Then press the CTRL key on
the keyboard and, keeping CTRL
pressed, click on the variable
moth_ed. Click on the selection
button.

i Pawred-Samples T Test

educatio
Far_id
Farm_mem
fath_ed
gender
moth_ed
pub_zec
wage
waork_ e

— Current Selections
“Wariable 1:
Wariable 2:

Paired *ariables:

 Paired-Samples T Test

itath ed
gender
moth_ed
pub_sec
wage

work_ex

— Current Selections

“fariable 1:  educatio
“ariable 2: fath_ed

Paired % ariables:

o
X]

7

Easte
Bezet
Cancel

Help

Il

Options...

i Paired-Samples T Test

age
educatio
fam_id
fam_mem
fath_ed
gender
rmoth_ed
pub_zec
wage
waork e

JER

— Current Selections
ariable 1:
Wariable 2:

jm]
o

Paste
Beszet
Cancel

Help

Optionz. ..

“ariable 1: educatio
“Wariable 2 moth_ed

’7 Current 5elections

i Paired-Samples T Test

Faired % ariables:

educatio -- fath_ed

Bazte
Eiezet
Cancel

Help

NI

5" Note that the first “Paired Variable” is defined as the difference between educatio and fath_ed, i.e. - “Respondents
education level MINUS Father’s education level.”

%8 We are choosing the variable educatio first so that the two pairs are symmetric.
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Y ou have now selected both pairs of
variables™.

Clickon“OK.”

The first output table shows the
correlations within each pair of
variables.

i Paired-Samples T Test

See section 5.3 for more on how to
interpret correlation output.

educatio
far_id FPaste |
farn_rnem
fath_ed Eeszet |
gender
moth. ed Cancel |
pub_sec
wage Help
work,_ex —I
— Current Selections
“fariable 1:
“Wariable 2 Options. .. |
Paired Samples Correlations
N Correlation Sig.
EDUCATION
Pair & Father's
1 Education 2016 -.055 .014
Level
EDUCATION
Pair & Mother's
> Education 2016 -.057 .010
Level

The next table gives the results of the tests that determine whether the difference between the
means of the variables (in each pair) equals zero.

Paired Samples Test

Pair 1 Pair 2
EDUCATION EDUCATION
- Father's - Mother's
Education Education
Mean -4.7260 3.5640
Std. Deviation 11.0082 6.1380
Paired Differences Std. Error Mean 2452 1367
95% Confidence L ower -5.2068 3.2959
Interval of the Difference Upper -4.2452 3.8321
t -19.276 26.071
df 0 0
Sig. (2-tailed) .000 .000

% Note that the two new variables are the differences between the variables in the pair. SPSS creates (only in its
memory - no new variableis created on the data sheet) and uses two new variables:

¢ Educatio minusfath_ed

¢ Educatio minus moth_ed

The procedure is determining whether the means of these variables equal zero. If they do, then the paired variables

have the same mean.
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Both the pairs are significant (as the sig value is below 0.05)60

. Thisistelling us:

* Themean of the variable father’s education is significantly different from that of the
respondents. The negative Mean (-4.7) is signifying that the mean education of fathersis

higher.

»  The mean of the variable mother’s education is significantly different from that of the

respondents. The positive Mean (3.5) is signifying that the mean education of mothersis

lower.
Ch 4. Section 3.c. Comparing distributions when normality
cannot be assumed - 2 related samples non-
parametric test

Aswe mentioned in section 3.2.e, the use of the T and F tests hinges on the assumption of

normality of underlying distributions of the variables. Strictly speaking, one should not use

those testing methods if a variable has been shown not to be normally distributed (see section
3.2). Instead, non-parametric methods should be used-- these methods do not make any
assumptions about the underlying distribution types.

L et's assume you want to compare two variables: old_wage and new_wage. Y ou want to know
if the distribution of the new_wage differs appreciably from that of the old wage. Y ou want to

use the non-parametric method —“Two Related Samples Tests.”

Goto “STATISTICS/ NONPARAMETRIC/
2 RELATED SAMPLESTESTS.” Choose the
pair of variables whose distributions you wish
to compare. To do this, click on the first
variable name, pressthe CTRL key, and
(keeping the CTRL key pressed) click on the
second variable. Click onthe middie arrow -
this will move the pair over into the box “Test
Pair(s) List” (note: You can also add other
pairs).

Choose the "Wilcoxon" test in the area " Test

[ Tou-Rolsbed Samgles Ttz

S

[ T
Fam_id
larm_ma
.;-u:i,-‘
pubi g
L

g ok
sk _ e

Curverid Salecion:
asahie 1:
Wb

Lol

I et Pladf) Lisk I

. gy

Teast Tys

Faxm
Em

e

W iemen [ Sgn [ MM

Dptions... |

% The basic rules for interpreting the significance values should be firmly implanted in your memory. Therules,
which are common for the interpretation of any significance test irrespective of test type (the most frequently used
types arethe T, F, Chi-Square, and Z tests) and context (as you will seein later chapters, the context may be

regression, correlation, ANOVA, etc.), are:

¢ |f thevauein the significance table isless than .01, then the estimated coefficient can be believed with

99% confidence

¢ |f thevauein the significance table isless than .05, then the estimated coefficient can be believed with

95% confidence

¢ Ifthevauein the significance tableislessthan .1, then the estimated coefficient can be believed with 90%

confidence

¢ |If thevaluein the significance tableis greater than .1, then the estimated coefficient is not statistically
significant, implying that the estimate should not be relied upon as reliable or accurate
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Type." If the variables are dichotomous
variables, then choose the McNemar test.

Click on"OK."
Ranks
Mean Sum of
N Rank Ranks
Wage_new Negative A
- Wage_old Ranks 671 788.45 | 529047.50
Positive b
Ranks 1272 1068.83 1359549
Ties 73¢
Total 2016

a. Wage_new < Wage_old
b. Wage_new > Wage_old

C. Wage_new = Wage_old

The low Sig value indicates that the null

isticgd
hypothesis, that the two variables have similar Test Statistics

distributions, can be rejected. Conclusion: the Wage_new
two variables have different distributions. - Wage_old
z -16.7922
Asymp.
Sig. .000
(2-tailed)

a. Based on negative
ranks.

b. Wilcoxon Signed
Ranks Test

If you want to compare more than two variables simultaneoudly, then use the option

STATISTICS/ NONPARAMETRIC/ K RELATED SAMPLES TESTS. Follow the same

procedures as shown above but with one exception:

» Choose the "Friedman" test inthe area"Test Type." If al the variables being tested are
dichotomous variables, then choose the "Cochran's Q" test.

i Testz for Several Helated Samples

age T est Variables: Ok,
old_wage

far_id wage FPaszte

fann_rnemm work_ex

gender

pub_szec

race

Bezet

Cancel

Help

N
Base |
et |
==
[T

— Test Tupe
¥ Friedman [ FKendal's* [~ Cochran': 0
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We cannot make the more powerful statement that “the means are equal/unequal” (aswe
could with the T Test). You may seethisas atrade-off: “ The non-parametric test ismore
appropriate when the normality assumption does not hold, but the test does not produce
output asrich asa parametric T test.”

| To take quizzes on topics within each chapter go to http://www.spss.org/wwwroot/spssquiz.asp |
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Ch5. MULTIVARIATE STATISTICS

After performing univariate analysis (chapter 3) the next essential step isto understand the basic
relationship between/across variables. For example, to “Find whether education levels are
different for categories of the variable gender (i.e. - "male" and "female") and for levels of the
categorical variable age.”

Section 5.1 uses graphical procedures to analyze the statistical attributes of one variable
categorized by the values/categories of another (or more than one) categorical or dummy
variable. The power of these graphical proceduresis the flexibility they offer: you can compare
awide variety of statistical attributes, some of which you can custom design. Section 5.1.c
shows some examples of such graphs.

Section 5.2 demonstrates the construction and use of scatter plots.

In section 5.3, we explain the meaning of correlations and then describe how to conduct and
interpret two types of correlation analysis: bivariate and partial. Correlations give one number
(on auniform and comparable scale of -1 to 1) that captures the relationship between two
variables.

In section 5.3, you will be introduced to the term "coefficient." A very rough intuitive
definition of thisterm is"an estimated parameter that captures the relationship between two
variables." Most econometrics projects are ultimately concerned with obtaining the estimates of
these coefficients. But please be careful not to become " coefficient-obsessed.” The reasoning
will become clear when you read chapters 7 and 8. Whatever estimates you obtain must be
placed within the context of the reliability of the estimation process (captured by the "Sig" or
"Significance" value of an appropriate "reliability-testing” distribution like the T or Fel).

SPSS has an extremely powerful procedure (EXPLORE) that can perform most of the above
procedures together, thereby saving time and effort. Section 5.4 describes how to use this
procedure and illustrates the exhaustive output produced.

Section 5.5 teaches comparison of meang/distributions using error bars, T-Tests, Analysis of
Variance, and nonparametric testing.

51 |f you think of the hypothesis testing distributions as "reliability-testing,” then you will obtain a very clear idea of
the rationales behind the use of these distributions and their significance values.
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Ch 5. Section 1 Graphs

Ch 5. Section l1.a. Graphing a statistic (e.g. - the mean) of
variable" Y" by categories of X

One must often discover how the values of one variable are affected by the values of another
variable. Doesthe mean of X increaseasY increases? And what happensto the standard
deviation of X asY increases? Bar graphs show this elegantly. Bar graphs are excellent and
flexible tools for depicting the patternsin a variable across the categories of up to two other
dummy or categorical variables®.

Note: Aside from the visual/graphical indicators used to plot the graph, the bar, line, area, and
(for univariate graphs) pie graphs are very similar. The graph type you choose must be capable
of showing the point for which you are using the graph (in your report/thesis). A bar graph
typically is better when the X-axis variable takes on afew values only, whereas aline graph is
better when the X-axis variable can take on one of several values and/or the graph has a third
dimension (that is, multiple lines). An area graph is used instead of aline graph when the value
on the Y-axisis of an aggregate nature (or if you feel that area graphs look better than line
graphs), and a pie graph is preferable when the number of "dlices' of the pieissmall. The
dialog boxes for these graph types (especially bar, line, and area) arevery similar. Any
example we show with one graph type can also be applied using any of the other graph types.

Example 1: Bar graph for means

Select GRAPHS/BAR. Bar Charts

Cancel

==
Help I

Select “Simple” and “ Summaries of
Groups of Cases.”

Click on the button “Define.”

Drata in Chart Sre

= Summaries for groups of cazes
" Summaries of separate variables
" Walues of individual cases

%2 |f you have a category variable with numerous categories and/or if you want to compare the cases of two or more
variables, then aline or area graph is better. This section includes examples of area and line graphs.
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SeleC'[ the Val’iab|e a.ge. PI ace |t into the » Dgtane Simphe Bai: Swummsiics 00 Groups of Canes
“Category Axis' box. ————————  BwsPepiesend T
dnary_rase T H ol e ™ X of ogses
B . B .':E1 d::‘l_ r Cug X of caces Easte
| This defines the X-axis. o —
vk Yiariably AI: -
Select the variable education and move [ME Atk ati] _
it over into the "Variable" box by | S

clicking on the uppermost rightward-

ointing arrow. | | Catmgony fom:
p g - B
Select the option “Other Summary Tarplais ;
Function.” ™ Lirs chet specibcstions inm

&=

Press the button “ Change Summary.”

Select the summary statistic you Summary Function
want (in this case “Mean of

Surmmary Function for Selected Yanable[s]

Thies. |
DOptan |
EE
[T |
[Fe

Values’), and then press
“Continue.” £ Standard deviation Cames]

o  Wanance Hel

n .« s . i ' s Elp
The Summary Statistic" defines -~ :IDEIZ of vfalues -~ Elﬂll.'num VEITE
the attributes depicted by the g o Tr ? : mass . a;lrr;u:‘u vaE
bars in the bar graph (or the line, T o2 YEEE HHIEE ST
area, or slice in the respective alier [
graph type) and,. Consaquentlyv‘ " Percentage sbove = MWumber above
the scale and units of the Y -axis. ' Peizentage below " Mumber below
" Percentile
[Ca I Hiat I
! Percentage inside ' Mumber ingside
I Walues are arouped midpoitits
Press“OK” [iefiren Simple Blar: Summenes By Gepups ol Capss
Barz Rapeeoent
i ain_xl | Or.
The graph produced is shown e I B of cones [ Sofomes -’;
below. The X-axis contains the pb_tie :: :ﬂ*""‘l g Xoleionr  Z0 |
categories or levels of age. The b “u'_ﬂ"_""“m" Beeet
Y-aX|s' shows the mean () (e Corcal |
education level for each age | ke |
category/level.
Categony S
e
Termphse
I Lo el spechenions ko Lides. |
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10

Mean education

15.00 21.00 27.00 33.00 39.00 45.00 51.00 57.00 63.00
18.00 24.00 30.00 36.00 42.00 48.00 54.00 60.00

AGE

In the above bar graph, each bar gives the mean of the education level for each age (from 15 to
65). The mean education is highest in the age group 25-50.

Example 2: Bar graph for standard deviations

Let's assume that you want to know whether the deviations of the education levels around the
mean are different across age levels? Do the lower educational levels for 15- and 64-year-olds
imply asimilar dispersion of individual education levels for people of those age groups? To
answer this, we must see a graph of the standard deviations of the education variable, separated
by age.

Select GRAPHS/BAR.

Bar Charts

Cancel

Select “ Simple” and “ Summaries of Groups of
Cases.”

Clustered

d

Help
Click on the button “ Define.”
Stacked

Note: In this example, we repeat some of the steps

that were explained in the previous example. We
apologize for the repetition, but we feel that such
repetition is necessary to ensure that the reader
becomes familiar with the dial og boxes.

Drata in Chart Sre

= Summaries for groups of cazes
" Summaries of separate variables
" Walues of individual cases
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Select the variable age. Place it into the
“Category Axis' box.

Select the variable education and move
it over into the "Variable" box by
clicking on the uppermost rightward-
pointing arrow.

This example requires the statistic
"Standard Deviation." The dialog box
still shows the statistic "Mean." To
change the statistic, press the button
“Change Summary.”

Select the summary statistic you want
(inthis case “ Standard Deviation”).

Click on “Continue.”

: Duliren Simple B Smmanes e Groups of Cazex

[ E— B Represent E
Fam_resm M ol cazas % ol cganz

e S S

(=T /e

s O iy glamman luncton

sl

aialin
I E AH | ithn sl

Dolirez Simple Ba: Senmaimes (os Groups ol Cazex
————————— B Regeesend
[T M ol cangs K ol ogans
gt Qo of caes € Cum X of cases Faste
[ i Cliher guarmmany hascbion Fimcet
I
itk -
IE i"'E-'iHInJI.-l. Bl

il

q_—l

Teamplsls
™ Lo ot spesoaliagstions i

B

i

i

Summary Function

Sumrmary Function far Selected Wariable[z] CEmliE

" Mean of values ¥ Standard dewviatiors I Bt |
" Median of values Wariance
- — Hel
" Mode of values = Minimum walue il
€ Mumber of cazes " Magimum value
" Sum of values " Cumulative sum
iales I
= Percentage above = Mumber above
" Percentage below ™ Mumber below
" Percentile
[Crages I Hiagki I
" Peicentage inside " Mumber inside

I~ | walues are arouped midpaitts
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C|ICk on “ OK.” Deedine Simple Haio Semmaiees [od ioups o Cases
—— [ere Flepeesant ﬂ
Note: the resulting graph is similar to am_mer " Mol cases T Wl o
the previous graph, but there is one —riqe) :F"" ol chese F O Ydcems 23 |
crucial difference - in this graph, the Y - om. i iy et B |
axis (and therefore the bar heights) }iﬁ'ﬂ'ﬂ”“, Canced
represents the standard deviation of Help
education for each value of age. 4'
Calegoey dum
53 | e—
Tarnglita
[ Lo chat mechc giors frore _Dne |

10

sd o,
Dev
Educ
AGE
Ch 5. Section 1.b. Graphing a statistic (e.g. - the mean) of

variable" Y" by categoriesof " X" and " Z"

We can refer to these graphs as 3-dimensional, where dimension 1 isthe X-axis, dimension 2 is
each line, and dimension 3isthe Y-axis. A lineor areagraph chart is more appropriate than a
bar graph if the category variable has severa options.

Note: Aside from the visual/graphical indicators used to plot each graph, the bar, line, area, and
(for univariate graphs) pie graphs are very similar. The graph type you choose must be capable
of showing the point you are using the graph for (in your report/thesis). A bar graph istypically
better when the X-axis variable takes on only a few values, whereas aline graph is better when
the X-axis variable can take on one of several values and/or the graph has a third dimension
(that is, multiple lines). An area graph is used instead of aline graph when the value on the Y -
axisis of an aggregate nature (or you feel that area graphs look better than line graphs), and a
pie graph is preferable when the number of "dlices" of the pieis small. The dialog boxes for
these graph types (especially bar, line, and area) are very similar. Any example we show with
one graph type can also be applied using any of the other graph types.
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Example 1: Line graph for comparing median

L et's assume that we want to compare Line Charts

==
the median education levels of males
and females of different ages. We

must make a multiple line graph.

To make amultiple line graph, go to
GRAPHS/ LINE.

Select “Multiple,” and “ Summaries for
groups of cases.” Click on “Define.” D ata in Chart &re

" Summaries for groups of cases
= Summaries of separate wariables

= Walues of individual cazes

The following dialog box opens:

pem Lines Fapresent
Compareit to the dialog boxes in sdic, M of cater X of epeus
section 5.1. The"Definelinesby" area  |izm_mem ™ Lum nof cosce ™ Cum % of coses
e " Other pammeny hancion

isthe only difference. Essentialy, this

el
Al
E.lﬂ
allows you to use three variables - mrage [ ]| _Cancel |
Hew |

e

e inthebox “Variable” you |

may place a continuous
variable (asyou did in section
5.1.b),

* inthebox “Category Axi
you may place a category —r —
variable (asyou did in section ™ Us= chat spacilications bom ==
5.1.b) and | _Dotiors.. |

« inthe box “Define lines by®"”
you may place a dummy
variable or a categorical
variable with few categories.

Thisis the 3 dimension we
mentioned in the introduction
to this section.

563”

% The variablein “Category Axis’ defines the X -axis.
5 Each linein the graph depicts the line for one category of the variable placed in “ Define Lines by.”
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Place the continuous variable educ into
the box “Variable.”

imm_msm
peredm
il g
L
O _mn

Click on “Options.”

[
—

Tamplsie
I Use chat specilicatons bom

ko

| Dlirse Bulkiple Lene: Summanez for Groupz of Carex

FAE & Himdue

Calmpoay S

|

Cenftarys | o b

-

i

T timz. I
Dt .

[

Select the summary statistic you desire.
We have chosen “Median of values.”

Click on “Continue.”

We want to have age levels on the X-
axis. To do this, move the variable age
into the box “ Category axis.”

Summary Function EHE

Surnrnary Function for Selected Y ariable(z]

™ Standard deviation
" Warance

" Minirmurn value

" Mumber of cases b amimum walue
" Sumn of values " Curnulative sum
il e I

" Percentage above " Mumber above
" Peicentage below ™ Mumber below

" Percentile

[Crap I it I
" Percentage inside " Mumber inside

Cancel

Help I

™ “alues are grouped midpoints

| Dedires Mukiple Line: Summanss for Groups of Cases

lam_id et - I
| ™ N ol e ™ X o egiws

giredai

gl I~ Cum noof cases ™ Cum % of copes I
age 15 Dither pammeny huncion Bzl I
I-\.rl"'_FK EHH

| ME Djschac|

(=]

Templyts
[ Uaw chat speciicaton: bam

B

I
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Further, we wish to separate lines for
males and females. To achievethis,
move the variable gender into the box
“Define Lines by.”

Click on “Titles.”

Enter an appropriate title. Click on
“Continue.”

Clickon“OK.”

The next graph shows the results.
Notice: Dimension 1 (the X-axis) is
age, dimension 2 (each line) is gender,
and dimension 3 is the median
education (the Y -axis).

Would it not have been better to make
abar graph? Experiment and see
which graph type best depicts the
results.

i edlirss: bllltiple Lave Summasez fos Geoapz of Canex

— Lireers Repiesend

| e ™ M of carey ™ X% of cagmy
:;}:"" ™ Curm noof cages T Cum ¥ ol oo
[ETLLA = = Other gamman hanchon

e
s

Calngony Asir

5 | —
Ciafor L
[+ ] rrem—
Templals
[T Use chat spacificsions bom

J cle..

—>

i

]

Titles [ 2] |
-~ Title Continue

Line1: |Median education by age.males verzuz female
Cancel |
Line 2: |
Help |
Subtitle: I
— Foothote
Line 1: |
Line 2: I

i dliveiz Blultipls Ly Summaisiez los Geowpz of Capex

— Lirees Fepiesen

T_b

bar_rien ™ N ol copes - #ﬂfw»
:_:}_"" ™ Cum noof oy T Cum % of osees
b, I Other parmsny funcion

i il
EI |HFr wnchor |

Calmgony Aoz

5 |
[y L
o] P
Templats
[T Use chat spacifications ko

JLei
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16

z
o)
= 48
<
8 W hether
8 2" " Femde l
2
> 0 . Male
15 21 27 33 39 45 51 57 63
18 24 30 36 42 48 54 60
AGE ‘
Example 2: Area graph for comparing aggregate statistics
Go to GRAPHS/ AREA. Area Charts S|
Select “ Stacked” and “ Summaries
for groups of cases.”
Click on “Define.”
D ata in Chart Are
*  Summarnes for groups of cazes
™ Summaries of separate variables
™ Walues of individual cazes
Thistimewe will Skip some of the 5 Defne Stacked Area: Summanes For Growps of Cares
steps. [ — Lasas Hepresent -
Fam_mem N ol o X ol cgans
Enter information as shown on the EE—.,’" G f ol case: G X of caset Easte
right (see example 1 of this section wolh,_gx 5 Dther gammory hunction Featal
for details on how to do so). ] Iiﬁmum..'n | Corce |
. | Fap
Click on“OK.” I A
Catagary Azix
The resulting graph is shown below. I;I [29=
Dimension 1 (the X-axis) is age, [l efine Aneas by
dimension 2 (each areq) is gender E T —
and, dimension 3 (the statistic T_TTT'M - Tihes
. (LY speohcatons o
shown in the graph and_ th(_erefore . |
the Y -axis label and unit) isthe sum 4|

of education. Note that each point
on both area curves are measured
from the X-axis (and not, asin some
Excel graphs, from the other curve).
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700

600 ¥

GENDER
I:IFemale
| -Male

Sum EDUCATION

15 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60 63

AGE

All the examples above used a standard statistic like the mean, median, sum, or standard
deviation. In section 5.1.c we explore the capacity of SPSS to use customized statistics (like
"Percent Below 81").

Ch 5. Section 1.c. Using graphsto capture user-designed criteria

Apart from summary measures like mean, median, and standard deviation, SPSS permits some
customization of the function/information that can be depicted in a chart.

Example 1: Depicting “ Respondents with at |east primary education”

Go to GRAPHS AREA. Select Area Charts n
“Simple” and “Summaries of groups of ,
cases" and then click on “Define." EE e

Canicel

]

Help

Drata in Chart &re

*  Summaries for groups of cazes
™ Summaries of separate variables

" Walues of individual cases
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After moving educ, click on the button
“Change Summary.”

We want to use the statistic
“Respondents with at least primary
education.” In more formal notation,
we want "Number > 6" (assuming
primary education is completed at
grade 6).

Click on “Number above.”

Note: The areainside the dark-
bordered rectangular frame shows the
options for customization.

Enter the relevant number. This
number is 6 (again assuming that
primary schooling is equivalent to 6
years).

Note: Y ou may prefer using
"Percentage above 6." Experiment with
the options until you become familiar
with them.

Click on “Continue.”

L

i Melirs: Samgali A

e, E

]

Templyts

==

Auih FapiE e
50
lamn_pd - H o e
{am_mem ,-
gl L mionl Ciches
pub_ e = DOihex g
wage

Calngay Asir

[T Use chat specdicalons bon

Summaiszs lor Giowpz al Caes

=5

Summary Function

Surnrnary Function for Selected “Wariable(z]

[Eartitue

8]

Mean aof walues
" Median of values
" Mode of values
" Mumber of cazes
~

Sum of values

Walle:

~
" Percentage below
~

Fercentile

FPercentage above +(:

™ Standard deviation
" Varance

Cancel

Help

LR (bF L

= Minimum walue
b agimum walue

" Cumulative sum

Humber abowve
© Mumber below

[Crap I

™ Percentage inside

ek I

" Mumber inside

Wales are grouped midpeihts

Summary Function E |

Sumrary Function for Selected VW ariable(z)

Continue

" Mean of values
= Median of walues
" Mode of values
" Mumber of cazes
© Sum of waly

ﬁ

" Standard deviation
= Warianoe

Cancel

bl

o Hel
© Minimum walue a

b agimurn walue

' Percentagf above
' Peicentage below

' Percentile

£+ Mumber above
" Mumber below

[Ceas I

' Percentage inside

HHrat I

" Mumber inzide

= wElues ane greuped midEoits
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Enter “Age’ into the box “ Category
AXxis.”

Click on “Titles.”

Enter an appropriate title.

Click on “Continue.”

Click on “OK.”

i Dedhiree Smple fomae Summamsz for Groepz of Caoss

— Auea Fepresends

i "]

Jam_mem Y o et X ol agtas _o |
Qe P~ C el IC % ol Paiie I

s
rage = Dihes grnmnan hncbon Flesei

P W ariabia _I
[ [NGTiENece) |
| He_ |

] -

Templats
[T Lge chet speocbicatons bom

=

Titles EHE

I Line 1: |Num|:uer i age group with above primand
Line 2:
Help |

Subbitle: I
Foaotroke
Line 1: I

Line 2: |

y edlirsi: Samgli: Siea Summaisez Fof Growpz ol Caaes

Al (i
L _ v - H o e - of caney
D -l
i g I Cun mool cages T Cugp % ol e E I
A = Diher gurmmans huncion Fessl
ls,_ 3

it mal

T
Templyts
[T Use chat specdicalons bon

==

Hins.. I

=

i
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Number in age group with above primary

40

N>6 for EDUCATION

AGE

Ch 5. Section 1.d. Boxplots

Boxplots provide information on the differences in the quartile distributions of sub-groups of
one variable, with the sub-groups being defined by categories of another variable. Let's assume
that we want to compare the quartile positions for education by the categories of gender.

Go to GRAPHS/ BOXPLOT. Choose

"Simple" and " Summaries of Groups of
Cases.”

HH#* Simple

Cancel |
$E slﬁ Cluztered
Help |

Data in Chart Are
H " Summaries for groups of cazes

™ Summaries of separate variables

Place the variable whose boxpl ot you i Define Simple Boxplot: Summaries For Groups of ...

wish to analyze into the box "Variable."

Place the categorical variable, which age Wariable: ok,

defines each boxplot, into the box ;:m—'rﬁem | | i —
" R - azle

Category Axis. pub_sec =
WﬂEIkE | Category Axis; Bezet
work_ex ¥ r

|ger'| al Cancel

Label Cazes by: Help

ol

Optianz. .
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Giick on options and choose ot o heve (Y

a boxplot for missing values of gender.

Click on "Continue." Missing alues

% Erclude cases |ishvise

0] Eeclude cases vanable by variatle

Continue

Cancel

—*l_ Dizplay groups defined by missing walues

4

Help

™| Drigplay chart with caze [ahels

YWariable:

Category Axiz:
gender

Label Cazes b

X —

Paste

Rezet

Cancel

Help

Click on"OK." i Define Simple Boxplot: Summaries for Groups of .
o .. age
The lowest quartile is very similar for fam_id | q
males and femal es, whereas the second Fam_rmem
guartile liesin a narrower range for pub_sec
females. The median (the dark wage
horizontal area within the shaded area) work_ex I
islower for females and, finally, the
third quartile is wider for females.
e

Note: See 4.2 for amore detailed
interpretation of boxplots.

30

20"

10 ¢

EDUCATION

-10

N= 1613 403
Male Female

GENDER

Optionz...
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Ch 5. Section 2 Scatters

Ch 5. Section 2.a. A simple scatter
Scatters are needed to view patterns between two variables.

Go to GRAPHS/SCATTER. S catterplot

o b atrix Cancel |
“'E: 30 Help |

Select the option “Simple” and click
on “Define.”

Select the variable wage. Placeitin i Simple Scatterplot
the box “Y Axis.” s

farn_id -l»

fam:mem -

gender

pub_szec

. L. waork_ e E
Select the variable educ. Placeitin
the box “ X-Axis.” -
- Label Case= b

Click on“Titles.”

— Template

I Use chart specifications fram:
Eile... | l
Titles. .. I Dptions. .. I

Typein atitle and footnote.

Click on “Continue.”
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CIICk on* OK_” » Simple Scatterplot [ <]
S o Amis R
=
i [<] = _Bese |
Scatter plots often look different Cancel |
from those you may seein Set Markers by: Help |
textbooks. The relation between the '
variablesis difficult to determine Label Cases b
conclusively (sometimes changing I
the scales of the X and/or Y axis —IT_emD'ate o _
may help _ %emion 112 fOI‘ more Qs::echart specifications from:
on that). We use methods like =R
correlation (see section 5.3) to Tittes. | Options |
obtain more precise answers on the
relation between the variables.
Wages as a Function of Education Levels
80
60 - 0 a o [=] o E o

o o
ZO-E:IE nnE
o
m a
(O] E o
s JQidil
2 0
5

EDUCATION

Wages are in $ per hour

OO mND 0 0
(NI O
NN MO0 0 O Om

O [ (N0 00MO0 o

15

20

25

Ch 5. Section 2.b.

one other

Plotting scatters of several variables against

If you want to create scatters that include multiple variables, you can use SPSS to create several
simple scatter plots (rather than executing “simple scatters’ four times, you can use “matrix
scatter" feature). Thisfeatureisuseful for saving time.

Www.vgupta.com




Chapter 5: Multivariate Satistics 5-18

Go to GRAPHS/SCATTER.

Select the option “Matrix” and click on “Define.”

The following dialog box will open.

Select the variables whose scatters you wish to
view. A scatter of each combination will be
produced.

Click on “Titles.”

Enter atitle.

Click on “Continue.”

Scatterplot

= | Simple

) ." Cverlay

Canizel |
Help |

! Scatterplot Matkrix = E3 I
kA atrix W ariables: B I
educ
fam_id Easte I
farm_rmem —
asrnder Eiezet I
pub_sec
PETa o] Cancel I
vaork__ex
Set Markers by Help I
- Label Caze= by
— Template
T Use chart specifications from:
File. I
Title=. .. I Options... I

: Scatterplot M atrix

farn_id I atriz W anables:

Set Markers by

Label Cazes by

Bazte
Bezet
Cancel

Help

AlEE[

— Template

[T Usze chart specifications from:

Ell= |

) Title:...

Options...

Www.vgupta.com




Chapter 5: Multivariate Satistics 5-19

CIle on “ OK.” i Scatterplot Matrix I
[farm_d  atriv W ariables?
Scatters of al possible pairs of the four variables ommem = Bove |
will be created. They will be shown in one block. PR SRE e [T iR Heset |
Cancel I
fe;h-::kers bb_l,.l: Help I
Label Cazes by
r—
— Template
™ Use chart zpecifications from:
Eile .. I
Titles... I Options... I
Ch 5. Section 2.c. Plotting two X-variables against one' Y

If two independent variables are measured on the same scale and have similar values, an overlay
chart can be used to plot scatters of both these variables against the dependent variable on one
chart. The goal isto compare the differences in the scatter points.

L et's assume you want to compare the relationship between age and wage with the relationship
between work experience and wage.

b atriz
Select the option “Overlay” and click on “Define."
H 3D
The following dialog box will open.
:;..c— Y P | I
. =

e —

e Carcel |
] e |

III Loabemd Coviesa b
B

Dbt 5 i T awyolate

Wasinaksla 1 [ L chsst speciicstions from

gl |

Tis. | @psiors.. |
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Click on educ. Press CTRL and click on wage.
Click on the right-arrow button and place the
chosen pair into the box “Y-X Pairs.”

Thefirst variable in the pair should be the Y -
variable - in our example wage. But we currently
have this reversed (we have educ-wage instead of
wage-educ). To rectify the error, click on the
button “ Swap pair.”

Note: Click on "Title" and include an appropriate
title.

Repest the previous two steps for the pair wage and
work_ex.

Click on"OK."

An overlay scatter plot will be made. The next
figure shows the plot

lverday Soafleplol

lverday Soafleplol

. e

taan_id { I

L allatlal

pmd ] Bt |

g _Cancal |
— e |

D Lombe=d Corzesa bee

Cuasend Sebeciara Tt

Wi | ™ L chas speciicalions from]

Wadahde 2 I
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Ch 5. Section 3 Correlations

The correlation coefficient depicts the basic relationship across two variables™: “ Do two
variables have a tendency to increase together or to change in opposite directions and, if so, by
how much®?

Bivariate correlations estimate the correl ation coefficients between two variables at atime,
ignoring the effect of all other variables. Sections 5.3.a and 5.3.b describe this procedure.

Section 5.3.a shows the use of the Pearson correlation coefficient. The Pearson method should
be used onlg when each variable is quantitative in nature. Do not use it for ordinal or unranked
qualitative6 variables. For ordinal variables (ranked variables), use the Spearman correlation
coefficient. Anexampleisshown in section 5.3.b.

The base SPSS system does not include any of the methods used to estimatethe correlation
coefficient if one of the variablesinvolved isunranked qualitative.

Thereis another type of correlation analysis referred to as “Partial Correlations.” It controls for
the effect of selected variables while determining the correlation between two variables™.
Section 5.3.c shows an example of obtaining and interpreting partial correlations.

Note: See section 5.2 to learn how to make scatter plotsin SPSS. These plots provide a good
visual image of the correlation between the variables. The correlation coefficients measure the
linear correlation, so look for such linear patternsin the scatter plot. These will provide arough
idea about the expected correlation and will show this correlation visually.

% Do not confuse correlation with regression. While the former does not presume any causal link between X and Y,
the latter does.

% The term "correlation” means " Co (together)" + "Relation.” If variable X is higher (lower) when variable Z is
higher (higher), then the two variables have a positive (negative) correlation. A correlation captures the linear co-
relation, if any, shown in a scatter between the graphs (see section 5.2.)

57 Example of ranked variables: GPA (taking on the ranked category values A+, A,..., C-). Example of an unranked
qualitative variable (sometimes referred to as anominal variable): Gender (thereis no ranking between the categories
male and female).

% |n our data set, a bivariate correlation of wage and work experience will ignore all other variables. But isthat
realistic and/or intuitive? We know (from previous research and after doing other analysis) that gender and
education play amajor role in wage determination and age plays a major role in the determination of work
experience. So, ideally, a“pure” correlation between wage and work experience should account for the effect of the
variables gender and education. Partial correlation does this.
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Ch 5. Section 3.a. Bivariate correlations
Go to STATISTICS/ CORRELATE/ i Bivariate Conrelations KB4
BIVARIATE.

{age Wariables:

]

Areal alows you to choose the variables
whose correlations you would like to
determine. Correlations are produced in
pairs between all the variables chosen in the
box “Variables.”

Easte
Reszet

Cancel

dHHAR

Help

Area 2 iswhere you can choose the method
for calculating the correlation coefficients.

Caorrelation Coefficients 2 ﬁ
¥ Pearzon [ Kendalls taub [T Spearman
ezt af Significance

(O lwo-tailed " One-tailed l

In area 3 you can choose the direction of the
significance test. Two-tailed isthetypically
selected option. However, if you are
looking specifically for the significancein
one direction, use the one-tailed test®.

Choose the pairs of variables between which ! Bivariate Comrelations

you wish to find bivariate correlation “ariables:

coefficients. To do so, click on thefirst

variable name, then press the CTRL button RE=E)

and click on the other variable names. Then Efesst |

press the arrow button. Cancel |
Help I

— Correlation Coefficients

M Pearson [ Kendall's taub [ Spearman

— Test of Significance
" Two-tailed " One-tailed

L

L . Options...
W FElag significant correlations =H

% Check your statistics book for a description of "one-tailed" and "two-tailed.”
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Select the method(s) of finding the i Bivariate Correlations
correlations. The default is"Pearson."” —— Variables: o |
Select "Two-Tailed” inthe area” Test of é%m i Emete |
Si gnl ficance.” pub_sec wage —
work_ex Reszet I
The two-tailed test is checking whether the Cancel |
estimated coefficient can reliably be said to Help |
be above O (tail 1) or below O (the second

tall) A one-tailed test checks whether the Correlation Coefficients
same can be said for only one side of 0 (e.g. ¥ Pearson I~ Kendallstaub [~ Spearman
- set up to check if the coefficient can be
reliably said to be below 0).

* Two-tailed " One-tailed

L . Options...
¥ Flag significant correlations =F

On the bottom, there is an option "Flag ! Bivariate Correlations |
Significant Coefficients." If youchoosethis Vbl

. . ¢ . fam id Yariables:
option, the significant coefficients will be fam mem P
indicated by * signs. EEEC— educ Paste

pub_zec wage

. . work_ex Reszet

Click on "Options.” —

Cancel

il B |

Help

— Correlation Coefficients

¥ Pearzon [T Kendal's tauk [T Spearman

— Teszt of Significance

&+ Two-tailed " One-tailed
Optiohz. .
v Flag significant correlations M
In "Opti ons,” choose not to obtain Bivariate Correlations: Options

f i Anall
Mean and Standard deviations™. _ Cratistics

I Means and standard deviations

Click on "Continue.” Cancel

«  LCrogzs-product deviationsz and covariances

d

Help

— Mizzing W alues

i Enclude cases paimwise

i~ Exclude cases lishwise

" |f even one of the variablesis ordinal (dummy or categorical) or not normally distributed, you cannot use the
method “Pearson.” Our approach is simplistic. Your textbook may explain several different types of correlations and
the guidelines regarding the use of each. Nevertheless, we follow an approach that is professionally accepted
practice. Note that Pearson's method requires al variables to be distributed normally. Most researchers don’t even
bother to check if thisistrue! If the sample sizeis large enough (above 30) then most distributions start behaving
like the normal distribution - the oft-quoted Central Limit Theorem!

™ The mean and standard deviation are usually obtained in descriptives (see sections 3.2 and 3.3).
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Click on"OK."

Note:

A high level of correlationisimplied
by acorrelation coefficient that is
greater than 0.5 in absolute terms (i.e
- greater than 0.5 or less than —0.5).

A mid level of correlation isimplied
if the absolute value of the coefficient
is greater than 0.2 but less that 0.5.

A low level of correlation isimplied if
the absolute value of the coefficient is
less than 0.2.

5-25
v Bivariate Correlations EE
farn_id Wariables: Ok
farn_merm age
educ Paszte
pub_szec wage
wiork_ex

— Carrelation Coefficients

Rezet
Cancel

Help

HHH

¥ Pearzon [ Eendall'ztaub [T Spearman

— Test of Significance
™ Two-tailed

' One-tailed

¥ Elag signifizant comelations

Options. ..

i

The output gives the value of the correlation (between -1 and 1) and its level of significance,
indicating significant correlations with one or two * signs. First, check whether the correlation
issignificant (look for the asterisk). You will then want to read its value to determine the

magnitude of the correlation.

Make this a habit. Beit correlation, regression (chapter 7 and 8), Logit (chapter 9), comparison
of means (sections 4.4 and 5.5), or the White's test (section 7.5), you should always follow this
simplerule - first look at the significance. If, and only if, the coefficient is significant, then
rely on the estimated coefficient and interpret its value.

This row contains the correlation coefficients between all the variables.

Correlations

WORK EX

AGE
EDUCATION

Pearson

.674**

-.055*

Correlation WAGE

WORK_EX
AGE

.254**

1.000

.000

) ) EDUCATION
Sig. (2-tailed)

.014

WAGE

.000

WORK_EX

AGE

2016

EDUCATION

2016

WAGE

1993

WORK_EX

2016

*. Correlation is significant at the 0.05 leve),
**. Correlation is significant at the 0.01 le

-tailed).
b (2-tailed).

Correlation coefficient is> 0. Thisimplies

that the variables age and work experience
change in the same direction. If oneis
higher, then so isthe other. Thisresult is

expected. The two asterisks indicate that the

estimate of 0.674 is statistically significant
at the 0.01 level - a 99% degree of
confidence.

Thisresult isinteresting. Age and education
change in different directions, though the
magnitude of the relation is very small (-.05) .
Thisisan unexpected result. Serendipity?
Perhaps. But that iswhat a detailed bivariate
analysiswill yield - unanticipated insight!
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The coefficient of determination can be roughly interpreted as the proportion of variancein a
variable that can be explained by the values of the other variable. The coefficient is calculated
by sgquaring the correlation coefficient. So, in the example above, the coefficient of
determination between age and work experience is the square of the correlation coefficient.

Coefficient of determination (age, work experience) = [correlation(age, work experience) ] =
[0.674] ? = 0.454
[or, 45.4% of the variance of one variable can be explained by the other one]

Ch 5. Section 3.b. Bivariate correlation if oneof thevariablesis
ordinal (ranked categorical) or not normally
distributed

If even one of the variablesis ordinal (ranked categorical) or non-normal, you cannot use the
method “Pearson.” "% Y ou must use a"non-parametric" method (see chapter 14 for a definition
of non-parametric methods). Age and education may be considered to be such variables
(though strictly speaking, the Spearman's is better used when each variable has afew levels or
ordered categories). These factsjustify the use of Spearman'’s correlation coefficient.

GO to S-I_ATIS-I_ICQ » Bivanate Cormrrelations I I
CORRELATE/ BIVARIATE. = Mariables: ]
Easte I
Cancel I
Help I
— Correlation Cosfficients
¥ Pearson [T Kendall's tau-b [T Spearman
— T ezt of Significance
i+ Two-tailed  One-tailed
I~ Flag significant carelations thl&l

2 |n practice, many researchersignore thisrule! They therefore ignore all we have in chapters 3-6, going straight
from descriptives (section 3.3) to regression (chapters 7 and 8). Completing all the steps (chapters 3-11) will
engender a thorough command over the project and an understanding of the implications of each resullt.
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Select the variables for the
analysis.

Click on "Spearman” in the area
"Correlation Coefficients" after
deselecting "Pearson.”

Click on "Options."

Deselect all.

Click on "Continue."

Click on "OK."

5-27
i+ Biwvaniate Comrelations EE
;zm:::em W ariables:
Pazte |
- Rezet |
Cancel |
Help |

— Correlation Coefficients

[~ Pearzon [ Eendall's tau- I

— Test of Significance
i+ Two-tailed

" One-tailed

[~ Flag significant corelations

Bivarnate Correlations: Options

— Statistics

™ Means and standard deviations

I Cross-product deviations and covariances

— bizzing Values

% Erclude cazes painwise

i~ Exclude cazes lishwize

The output table looks similar to
that using Pearson'sin section
5.3.a Thedifferenceisthat a
different algorithmis used to
calculate the correlation
coefficient. We do not go into the
interpretations here - check your
textbook for more detailed
information.

Ch 5. Section 3.c.

i Bivariate Correlations

Famtaern oo X
educ Paste I

-n Bezet I

— Cancel I

Help I

— Correlation Coefficients
™ Pearson T Eendall's tau-b W Spearman

— Teszst of Significance
o Twa-tailed

" One-tailed

j

Options. ..

I Flag significant correlations

Partial correlations

With partial correlations, the correlation coefficient is measured, controlling for the effect of
other variables on both of them. For example, we can find the correlation between age and
wage controlling for the impact of gender, sector, and education levels.

Note: Partial Correlation is an extremely powerful procedure that, unfortunately, is not taught in

most schools. In asense, as you shall see on the next few pages, it provides atruer picture of
the correlation than the "bivariate" correlation discussed in section 5.3.a
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Go to STATISTICS CORRELATE/
PARTIAL CORRELATIONS.

Move the variables whose correl ations
you wish to determine into the box
“Variables.”

Move the variables whose impact you
want to control for into the box
“Controlling for.”

i Partial Correlations

Wariables:

]

Controlling for:

Easte
Bezet

Cancel

Help

— Teszt of Significance

" Two-taled T One-tailed

M Dizplay actual significance lewel

T

Optians. ..

Select the option "Two-tailed" in the
area"Test of Significance." This sets
up atest to determine whether the
estimated correlation coefficient can
reliably be said to be either lower (tail
1) or higher (tail 2) than O.

i Partial Correlations

fa
fam_
wiork_ex

LContralling for:

pub zec

educ

— Tezt of Significance
£ Two-tailed

i~ Ope-tailed

¥ Display actual significance lewvel

1]

Pazte

Rezet |
Cancel |
Help |

Options. .. |

Click on*Options.”

Deselect al options.

Click on “Continue.”

Partial Correlations: Options

— Statistics

I #ean: and standard deviations

I Zero-order conelations

— Mizzing Values
% Exclude cases lisbwize

"~ Exclude cazes painwise

Cancel |
Help |
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Click on“OK.” » Partial Correlations
famad_ ¢ Wariables: Ok
farn_rnem age
) N " wiork_ e Past
Reminder: In section 5.3 we did not ase =T
control for the effect of other Feset
variables while calculating the Cancel

Contralling for:

correlation between a pair of gender Help
variables, L] |putme=e

— Test of Significance
= Two-tailed i One-tailed

Options. ..

| bk

I Display actual significance lewvel

--- PARTI AL CORRELATI ON COEFFI CI ENTS

Control ling for GENDER, PUB_SEC, EDUC The correlation is significant at the 0.01 % level (as P<
N .01).
AGE _ ) ) ) o
The interesting fact is that the partial correlation is
AGE 1. 0000 higher than the bivariate (see section 5.3.a), implying
pP= . that once one has removed the impact of gender,

sector, and education, then age and wage have an even

VWAGE . 3404 1. 0000 stronger relationship.
P= . 000 P=.

(Coefficient / (D.F.) / 2-tailed Significance)

is printed if a coefficient cannot be conputed

Ch 5. Section 4 Conducting several bivariate explorations
simultaneoudly

Comparing the attributes of a variable by another variable can be done in many ways, including
boxplots, error bars, bar graphs, area graphs, line graphs, etc. Several of these variables can be
done together using STATISTICS SUMMARIZE/ EXPLORE? This saves both time and
effort.

Let's assume we want to find the differences in the attributes of the variables education and
wage across the categories of gender and sector.
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Goto STATISTICY
SUMMARIZE/ EXPLORE.

In area 1 you will choose the list of
variables whose categories you
want to use as criteriafor
comparison and the variables whose
attributes you want to compare.

In area 2, you choose the statistics
(tables) and plots with which you
would like to work.

Move the variables educ and wage
into the box " Dependants.”

Move the dummy or categorical
variables by whose categories you
want to compare educ and wage
into the “Factor List.”

Click on the button “ Statistics.”

+ Explore

age

fam_id
famn_mem
gender
pub_sec
wWage
vaork_ex

Diizplay
+ Bath " Statistics . Plats

Bezet

Cancel

il g

tatistics...| Flats. .. | thiu:uns...|

i Explore EE
Dependent List:
age 1= Ok.
famn_id J
fam_mem E Paste
gender
pub_zec Bezet
work_gx Eactor List: = |
ahce
E Help
E Label Cazez by:
Diizplay
' Bath € Statisics € Flots gtatistics___| Plats... | Optiors... |
i Explore EE
Dependent List:
age 1= Ok.
famn_id educ J
fam_merm D wWage Paste
work_ex
Bezet
[gender Cancel
E ioub sec Help
E Label Cazez by:
Dizplay ‘
{+ Bath © Statisics © Plots | Statistics.). | Flats... | Optionz...
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Select the statistics you want
compared across the categories of
gender and sector.

Here, the option “ Descriptives”
contains awide range of statistics,
including the confidence interval for
the mean. “Outliers’ givesthe
outliers by each sub-group (only
male, only female, etc.).

"M-estimators” is beyond the scope
of this book.

Click on “Continue.”

Click on the button “Plots.”

Several plots can be generated.

Here we have deselected all options
to show that, if you like, you can
dictate the manner of the output,
e.g. - that only the tables are
displayed, only the plots are
displayed, or both - EXPLORE is
flexible.

Click on “Cancel” (because you
have deselected all options, the
continue button may not become
highlighted).

Explore: Statistics

] ves
Confidence Interval for Mean:
[ M-estimatars

[+ Dutliers

[ Percentiles

W | Continue | Cancel | Help
+ Explore
age Dependent List:
fam_id educ
famn mem . wage Paste
work, ex

Reszet
Factor List:

ender Cancel

Help

I

Label Cazes by

)
<]
]

1

e el

Dizplay ‘
{+ Both ¢ Statistics ¢ Plots 5tatistics...| Flats... | Optionz. .

Explore: Plots

Dezcriptive
[ Stem-and-leaf
[ Histogram

Boxplotz

" Factor lewels together = |
ance
" Dependents together

Help

il

[ Mormality plats with tests
Spread v, Level with Levene Test
&+ Mone
" Power estimation
[Natuallog 7|

" Tranzformed

" Untransfarmed

Www.vgupta.com
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basic tables on the cases in each

Cancel
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As mentioned above, you Want 'Fo ! Explore 7]

view only the tables with statistics. _

To do this, go to the area “ Display” e szendent List:

H 113 H H ” alTl_I educ
and choose the option “ Statistics. fam_menn ' age Baste |
work_ex -

Clickon“OK.” RBeset |

Eactar List: |

variable and sub-group, tables with
descriptives, and atable with
information on the outliers.

Diizplay

" Both 1+

| Eender

Label Cazez by:

e

Help

ﬁtatistics...l Elats.. | Optionz. ..

Summary of education and wage by gender

Case Processing Summary
Cases
Valid Missing Total
GENDER N Per cent N Per cent N Per cent
0, 0,
EDUCATION Male 1613 100.0% 0 .0% 1613 100.0%
Female 403 100.0% 0 .0% 403 100.0%
WAGE Male 1613 100.0% 0 .0% 1613 100.0%
Female 403 100.0% 0 .0% 403 100.0%
Summary of education and wage by sector
Case Processing Summary
Cases
SECTOR Valid Missing Total
N Per cent N Per cent N Per cent
ge'g’tz‘re 1292 100.0% 0 0% 1292 100.0%
EDUCATION [———
¢ 724 | 100.0% 0 0% 724 | 100.0%
Sector
ggg’tf‘:re 1202 |  100.0% 0 0% 1202 |  100.0%
WAGE o
¢ 724 | 100.0% 0 0% 724 | 100.0%
Sector

On the next few pages you will see agreat deal of output. We apologizeif it breaks from the
narrative, but by showing you the exhaustive output produced by EXPLORE, we hope to
impress upon you the great power of this procedure. The descriptives tables are excellent in
that they provide the confidence intervals for the mean, the range, interquartile range (75" - 25"
percentile), etc. The tables |located two pages ahead show the extreme values.
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Tip: Some of the tables in this book are poorly formatted. Think it looks unprofessional and
sloppy? Read chapter 11 to learn how not to make the same mistakes that we did!

ADVERTISEMENT

WWW.SPSS.0g

search on it for useful material for
SPSS, statistics, Excel, and, soon,
SAS.

Please provide feedback on this book
to: vguptal000@aol.com
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Descriptives of education and wage by gender

Descriptives of education and wage by sector

Descriptives Descriptives
GENDEI Statistic ptd. Erro SECTOR Statistic ptd. Erro
Mean 6.00 14 Mean 4.06 12
95% Confidence | Lower Boul 5.73 95% Confidence | Lower Bouj 3.82
Interval for Mean | Upper Bour]|  6.27 Interval for Mean | Upper Bouj  4.29
5% Trimmed Mean 5.63 5% Trimmed Mean 3.67
Median 6.00 Median 1.00
Variance 30.083 . Variance 18.220
Mae | Std. Deviation 548 Private "qq Deviation 427
— Sector —
Minimum 0 Minimum 0
Maximum 23 Maximum 20
Range 23 Range 20
Interquartile Range 10.00 Interquartile Range 5.00
Skewness 737 .061 Skewness 1.228 .068
EDUCATI Kurtosis -.452 122 EDUCATIA Kurtosis 742 136
Mean 6.45 .30 Mean 9.72 22
95% Confidence | Lower Bourl 5.86 95% Confidence | Lower Bouy 9.29
Interval for Mean | Upper Bour]  7.04 Interval for Mean | Upper Bou| 10.15
5% Trimmed Mean 6.12 5% Trimmed Mean 9.69
Median 4.00 Median 11.00
Variance 36.602 . Variance 34.404
Female | Std. Deviation 6.05 ?’e?t'g; Std. Deviation 587
Minimum 0 Minimum 0
Maximum 21 Maximum 23
Range 21 Range 23
Interquartile Range 11.00 Interquartile Range 8.00
Skewness .530 122 Skewness -.196 .091
Kurtosis -1.244 .243 Kurtosis -.910 181
Mean 9.4243 2721 Mean 6.3359 | .2609
95% Confidence | Lower Bour| 8.8906 95% Confidence | Lower Boul 5.8241
Interval for Mean | Upper Bour| 9.9580 Interval for Mean | Upper Bour| 6.8477
5% Trimmed Mean 7.9114 5% Trimmed Mean 5.0529
Median 6.2500 Median 4.3800
Variance 119.438 pri Variance 87.931
Mae | Std. Deviation 10.9288 S;g’gf Std. Deviation 93771
Minimum .00 Minimum .00
Maximum 153.88 Maximum 153.88
Range 153.88 Range 153.88
Interquartile Range 7.6100 Interquartile Range 3.3950
Skewness 5.166 .061 Skewness 8411 .068
WAGE Kurtosis 44.173 122 WAGE Kurtosis 97.830 .136
Mean 7.5437 .6108 Mean 13.8889 | .4669
95% Confidence | Lower Bour| 6.3429 95% Confidence | Lower Boufl2.9721
Interval for Mean | Upper Bour| 8.7445 Interval for Mean | Upper Bourl4.8056
5% Trimmed Mean 6.1636 5% Trimmed Mean 12.4272
Median 4.3800 Median 11.8050
Variance 150.363 . Variance 157.859
Female | Std. Deviation 12.2623 ?e(t:)tl(l)i Std. Deviation 12.5642
Minimum .23 Minimum .01
Maximum 189.39 Maximum 189.39
Range 189.16 Range 189.38
Interquartile Range 7.9600 Interquartile Range 8.6350
Skewness 9.657 122 Skewness 5.729 .091
Kurtosis 129.010 .243 Kurtosis 61.492 .181
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Extreme values (outliers included) of education and wage across categories of sector and

gender
Extreme Values
Whether Case
Public Number Value
1 4 20
2 993 20
Highest 3 1641 20
4 1614 19
Private 5 1629 2
Sector 1 222 0
2 688 0
Lowest 3 551 0
4 709 0
EDUCATION 2 2 -
1 1033 23
2 1034 23
Highest 3 1037 22
4 1503 22
Public 5 1035 .©
Sector 1 1260 0
2 1582 0
Lowest 3 1268 0
4 1273 0
5 1278 0
1 5 153.88
2 3 125.00
Highest 3 2 119.32
4 1616 101.13
Private 5 4 75.76
Sector 1 731 .00
2 776 .01
Lowest 3 87 .13
4 1759 .23
WAGE 2 2—37 .
1 1876 189.39
2 1037 119.32
Highest 3 1036 85.23
4 1039 63.13
Public 5 1038 60.42
Sector 1 1230 .01
2 1119 11
Lowest 3 2016 .25
4 2015 .28
5 1987 .33
a  Only apartia list of cases with the value 19 are shown in the table of
upper extremes.
b.  Only apartial list of cases with the value 0 are shown in the table of lower
extremes.
C. Only apartia list of cases with the value 22 are shown in the table of
upper extremes.
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In the previous example, we chose
no plots. Let us go back and choose
some plots.

Select “Factor levels together” ™ in
the area“Boxplots.” Select
“Histograms” in the area
“Descriptives.”

Y ou should check "Normality plots
with tests." Thiswill givethe Q-Q
plots and the K-S test for normality.
In the interest of saving space, the
output below does not reproduce
these charts - see section 3.2 for
learning how to interpret the Q-Q
and the K-S test for normality.

"Spread vs. Level" is beyond the
scope of this book.

Click on “Continue.”

Y ou must choose “Plots’ or “Both”
in the option area“ Display.”

Click on “OK.”

Severa charts are drawn, including
eight histograms and four boxplots.

Explore Ploks

7 Mgmaity plots with et
Spread ve. Level vath Levwers Test

% Hong
'HIE astnati

™ Tiarafommed | 'I

™ Urtrsriformesd

+ Explore

ane Dependent List:

fam_id educ
famn mem . I wage Paste
work, ex 12

Reszet

Factor List:

ender Cancel
E Help

Label Cazes by

e el

1

&+ Both " Statistics F'I-:ug Etatistics___l Flats. .. | Optionz...

3 Choosing “Dependants together” will change the order in which the plots are displayed in the output.
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Histogram Histogram
For GENDER= Male For GENDEF Fegmale
700 700
600 600
500 500
400 400
300 300
200 200
) [
§ 100 § 100
3 Std. Dev = 5.48 3 Std. Dev = 5.48
g Mean = 6.0 g Mean = 6.0
Iy o N =1613.00 g 0 N =1613.00
00 25 50 7.5 100 12.5 150 17.5 20.0 22.5 00 25 50 7.5 100 125 150 17.5 20.0 22.5
EDUCATION EDUCATION
Histogram Histogram
For GENDER= Male For GENDER= Female
1000 300
800
600
400
§' 200 g
[} =
g Std. Dev = 10.93 E Std. Dev = 12.26
o _ 0] Mean=7.5
3 Mean = 9.4 - N = 403.00
T o N = 1613.00 o e
L ——— 0t 2 % 0 B B 2 B B oo ool Lo,
[} & > % G 0¥Q 0 0 0 0 0 0 0 0 N RO
% \)o'oeo'o Qov%@%@qo 2,%, QO\’OQ o\’zqo\’eqo\’@qo\’vqo\’aqo 070000 070" 0 ooo,oo.oo,oo.oo.o%o.o 0% %0
WAGE WAGE
Y ou should re-scale the axis (using procedures
shown in section 11.2) to ensure that the bulk of the
plot is dominated by the large bars.
30 300
20" 200
¥1876
*s
Bos7
101 100 1616
i:\)aﬁ
619
z
Q
[
P w
2 <
a)
w 10 _ _ 2 100 _ _
N= 1613 403 N= 1613 403
Male Female Male Female
GENDER GENDER

Y ou may want to re-scale the axis so that the
boxplot can be seen more clearly. See section
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11.2 on the method of rescaling.

Histogram Histogram
For PUB_SEC= Public Sector For PUB_SEC= Private Sector
200 800
600
100 400
a 200
P
< 2
2 Std. Dev = 5.87 g Std. Dev = 4.27
8 Mean = 9.7 g Mean = 4.1
i ° N = 724.00 E o N = 1292.00
00 25 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 00 25 50 75 100 125 150 175 200
EDUCATION EDUCATION
Histogram Histogram
For PUB_SEC= Public Sector For PUB_SEC= Private Sector
500 1000
400 800
300 600
200 400
3 100 g 200
5 8
g Std. Dev = 12.56 =3 Std. Dev = 9.38
g Mean = 13.9 9] Mean = 6.3
T 0 N =724.00 [ oL, ——IN=1292.00
%0 50 % %0 %0 B 20 %0 % 0,550 00650000050 % Yoo, % %0, % % 0, % %, 0, % % %5 %
9 %% 0 00 07000 05950,0,0,0,052,%,2, © 0 "0 "0 "0 "0 "0 "0 Ooqo % % % % %
WAGE WAGE
30 300
201 200 9 sesare
*s
3 1057
10 o 100 of Ki616
e 1036
%iiﬂ §E!
[l —_— (ol |
z
Q
E
S W
9 [9)
>
2 <
o .10 2 100
N= 1202 724 N=
Private Sector Public Sector Private Sector Public Sector
Whether Public Sector Employee Whether Public Sector Employee

the middle of the shaded area The shaded area
defines the 75" to 25™ percentile range and the

whiskers."

Reminder: The median is the thick horizontal linein

outliers are the points above (or below) the "box and
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Note: in the boxplot on the upper right and the histogram above it, the depictive power of the graph can
be increased significantly by restricting the range of X-values (for the histogram) and Y -values for the
boxplot. See section 11.2 to learn how to change the formatting.

ADVERTISEMENT
WWW.SOSS.0r

search on it for useful material for SPSS, statistics, Excel, and, soon, SAS.
= "DataManipulation and statisticsin Excel" (book)
= "Word for professionals’ (book)
» A SASWindows Interface (a software)
» Excel toolsfor economists' (a software)

Please provide feedback on thisbook to: vguptal000@aol.com

Ch 5. Section 5 Comparing the means and distributions of
sub-groups of a variable -- Error Bar, T-
Test, ANOVA and Non-Parametric Tests

Ch 5. Section 5.a. Error bars

Though a bar graph can be used to determine whether the estimated wage for malesis higher
than that of females, that approach can be problematic. For example, what if the wage for males
is higher but the standard error of the mean is also much higher for males? In that case, saying
that "males have a higher wage" may be misdeading. It is better to compare and contrast the
range within which we can say with 95% confidence that the mean may lie (confidence
interval s incorporate both pieces of information - the mean and its standard error). Error bars
depict the confidence intervals very well.
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Go 0 GRAPHS/ ERROR BAR.

Choose "Simple" and "Summaries
of Groups of cases. ' s
d Cancel I

Click on "Define." Clustered Help I

Drata in Chart &re

# % Surmmaries for groups of cases

™ Summaries of separate wariables

Place the appropriate variable (that ! Define Simple Error Bar: Summaries for Groups o... E3
whose mean's confidence intervals

you wish to determine) into the aee Ok |
box "Varlable."' Plaqe the varlabl.e fam_id poE |
whose categories define the X-axis fam_rnem
into the box "Category Axis." PU'Z'ESEC Reset |
Type in the appropriate level of HoTk_Bx T |
confidence (we recommend 95%).
Help |
Barz Reprezent
IEnnfidence interval for mean j
95 %z  ultelien
— Template

[T Use chart specifications from: Tithes... |
Ll Optionz. .. |

Click on "Titles" and enter an X
appropriate title. Click on
"Continue."

Title: ContiriLie

Line 1: IEnmparisnn of 953 Confidence Intervals
Cancel |

Line 2 Il:uf mean wage [compaed by gender]

Help

Subhitle: |
— Foatnote
Line 1: I

Line 2 |
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Clickon"OK." + Define Simple Error Bar: Summaries for Groups o,
s Yariable:
age 'l [k
e B —
farn_id - Paste
farn_rnem :
pub_sec Categony Axiz: Reset

work_ex <]

Cancel

Help

Barz Reprezent

< felEfele]

IEanidence interval for mean

Level: IEIE %z Muliplien |2

— Template

[ Use chart specifications from;

Ell= | Options. .. |

In addition to the mean (the small box in the middle of each error bar) being higher for males,
the entire 95% confidence interval is higher for males. This adds great support to any statement
on differentials in wages.

Comparison of 95% Confidence Intervals

of mean wage [compared by gender]

13
12 PR

11 g

10

5 e _1L
§ 7
Female e
GENDER
Ch 5. Section 5.b. TheT-Test for comparing means

We want to test the hypothesis that the mean wage for malesis the same as that for females.
The simplest test is the “Independent-Samples T Test.”
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Goto STATISTICS/ COMPARE

i Independent-Samples T Test

MEANS/ INDEPENDENT-SAMPLES T )

TEST.” Inthe box “ Test Variable(s),” iy ik
move the variable whose subgroups you Famn_id Easte |
wish to compare (in our example, the farn_rnern

wage.) Y ou can choose more than one pub_sec _Beset |
quantitative variable. - Cancel |
The variable that defines the groupsis ﬂl

gender. Move it into the box “ Grouping
Variable.”

= E
o

=

T

g ]

=}

=

=]

b

Optiong. ..

Observe the question marks in the box Define G’ ..ups

“Grouping Variable.” SPSSisrequesting » _
the two values of gender that are to be lise specitied values | Continue |

used as the defining characteristics for Group 1; |0 Cancel |
each group. Click on *Define Groups. Group 2 [T e |
Enter the values (remember that these ' Cuk point; |

numbers, 0 and 1, must correspond to
categories of the variable gender, i.e. -
male and female.)

See the option “Cut Point.” Let's assume you wanted to compare two groups, one defined by
education levels above 8 and the other by education levels below 8. One way to do this would be
to create a new dummy variable that captures this situation (using methods shown in sections 2.1
and 1.7). An easier way would be to simply define 8 asthe cut point. To do this, click on the
button to the left of “Cut Point” and enter the number 8 into the text box provided.

Click on “Options.” i Independent-Samples T Test E3

age Test Yariable[z): 0k,
educ wage

fEIITI_iI:I Pazte
farn_mern —

pub_sec Reset
work_ex

Cancel

Help
Grouping Y ariable:;

Define Groups. .. |

[

o
oo
=
o
Y

¥
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Y ou can choose the confidence interval

that the output tables will use as criteria

for hypothesis testing.

Click on “Continue.”

Clickon“OK.”

wlEEing ¥ alles

¥ Exclude cazes analysiz by analysis

Independent-Samples T Test: Ophlions

Confidence Interval; I 4

" Exclude cazes listwize

%]

Continue

Cancel

il

i Independent-Samples T Test E3

age
educ
fam_id
fam_rnem
pub_zec
work_ex

Kl

Test VWaniable[z]:
wage

Grouping Y ariable:;

Define Groups... |

a

4

[
N

Independent Samples Test

Levene's Test for

Equality of Variances t-test for Equality of Means
95% Confidence
Sig. Mean |Std. Error [Interval of the Mean
F Sig. t df (2-tailed) |Difference |Difference | Lower Upper
WAGE Equal
variances 717 397 -4.041 2014 .000 -2.5488 .6308 | -3.7858 | -1.3117
assumed
Equal
qotances -5.122 | 856.401 000 | -2.5488 | .4976 | -3.5254 | -1.5721
assumed

The interpretation of the output table (above) is completed in five steps:

1. Thefirst three columnstest the hypothesis that “the two groups of wage observations have
the same (homogenous) variances.” Because the Sig value for the F is greater than 0.1, we
fail to reject the hypothesis (at the 90% confidence level) that the variances are equal .

2. TheF showed us that we should use the row “Equal variances assumed.” Therefore, when
looking at valuesin the 4™ to last columns (the T, Sig, etc.), use the values in the 1st row
(i.e. - therow that hasaT of —4.04. In the next table we have blanked out the other row).
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Independent Samples Test

Levene's Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Sig. Mean |Std. Error | Interval of the Mean
F Sig. t df (2-tailed) |Difference |Difference| Lower Upper
WAGE  Equal
variances| 717 .397 -4.041 2014 .000 | -2.5488 .6308 | -3.7858 | -1.3117
assumed
Equal
poranees -5.122 | 856.401 000 | -2.5488 | .4976 | -3.5254 | -1.5721
assumed

3. Find whether the T is significant. Because the “Sig (2-tailed)” value is below .05, the
coefficient is significant at 95% confidence.

4. The*"coefficient” in this procedure is the difference in mean wage across the two groups.
Or stated differently, Mean (wage for gender=1 or female) — Mean(wage for gender=0 or
male). The mean difference of —2.54 implies that we can say, with 95% confidence, that
“the mean wage for malesis—2.54 higher than that for females.

5. Thelast two columns provide the 95% confidence interval for this difference in mean. The
interval is (-3.78, -1.31).

L et's assume you have a variable with three values - 0, 1, and 2 (representing the concepts
“conservative,” “moderate,” and “liberal”). Can you use this variable as the grouping variable,
i.e. - first compare across “conservative’ and “moderate”’ by using the values0 and 1 in the
“Define Groups’ dialog box, then compare “conservative’ to "liberal" by using the values 0 and
2 in the same dialog box? The answer is no, one cannot break up a categorical variable into
pairs of groups and then use the “ Independent Samples T Test.” Certain biases are introduced
into the procedure if such an approach is employed. We will not get into the details of these
biases, for they are beyond the scope of this book. However, the question remains - If the
“Independent Samples T Test” cannot be used, what should be used? The answer isthe
ANOVA. In the next section we show an example of asimple “One-Way ANOVA.”

One can argue, correctly, that the T or F tests cannot be used for testing a hypothesis about the
variable wage because the variable is not distributed normally - see section 3.2. Instead, non-
parametric methods should be used - see section 5.5.d. Researchers typically ignore this fact
and proceed with the T-Test. If you would like to hold your analysis to a higher standard, use
the relevant non-parametric test shown in section 5.5.d.
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Ch 5. Section 5.c. ANOVA

L et's assume you want to compare the mean wage across education levels and determine
whether it differs across these various levels. The variable education has more than two values,
so you therefore cannot use asimple T-Test. An advanced method called ANOV A (Analysis of
Variance) must be used. We will conduct avery smple case study in ANOVA.

ANOVA isamaor topic in itself, so we will show you only how to conduct and interpret a
basic ANOVA analysis.

Go o STATISTICS/ MEANS /1

WAY ANOVA

Dependent List;

educ

fEIITI_in - Pagte |
famn_mem

gender Heset
pub_sec

wWage Ear‘u:el

wark_ex
Factar: Help |
v
Contrasts... | Foszt Hoc... | Dptions... |
We want to seeif the mean wage | One-Way ANOWYA
differs across education levels.
Place the variable wage into the a0s
" e farn_id
box "Dependent List" and fam_mem
education into "Factor" (note: you gender
can choose more than one F'Ut'ESEC
dependent variable). HaR_Bx

Enntrasts...l F'-:ustﬂ-:u:...l Options... |
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ANOVA runs different tests for
comparisons of means depending
on whether the variances across
sub-groups of wage (defined by
categories of education) differ or
aresimilar. Therefore, wefirst
must determine, viatesting, which
path to use. To do so, click on the
button "Options' and choose the
option "Homogeneity of variance."
Click on "Continue."

Now we must choose the method
for testing in the event that the
means are different. Click on
"Post Hoc" (we repeat - our
approach isbasic).

Note: In your textbook, you may
encounter two broad approaches
for choosing the method - a priori
and aposteriori. Apriori in this
context can be defined as "testing a
hypothesis that was proposed
before any of the computational
work." In contrast, a posteriori
can be defined as "testing a
hypothesis that was proposed after
the computational work." For
reasons beyond the scope of this
book, a posteriori is regarded as
the approach that is closer to real
research methods. "Post Hoc" is
synonymous with a posteriori.

Areal allowsthe user choices of
teststo use in the event that the
variances between sub-groups of
wage (as defined by categories of
education) are found to be equal
(note: thisisvery rarely the case).
There are many options. Consult
your textbook for the best option to
use.

Ine-wWay ANOYA: Options

— Statistics
[T Descriptive

Continue

¥ Homogeneity-of-vaniance

Cancel

— Mizzing Y alues

ddij,

Help

* Exclude cazes analpsiz by analysis

" Exclude cazes lisbwize

+ One-Way AMOYA
Dependent Lizst:
age = k.
farn_id wWage 4'
farn_mern - Paste |
gender —
pub_szec Bezet
work_ex

Canel |
Help |

Euntrasts...l F'-:ustﬂ-:u:...l Options... |

Factar:

One-Way ANOYA: Post Hoc Multiple Comparisons X

Area 2 asks for choices of teststo
useif the variances between sub-
groups of wage (as defined by

— EqualVanances Azsumed
I [ SNk [~ WerDuncan
[~ Borferoni [ Tukey Tl Mo e et |1EIEI
I Sidak r -h I Dufet
[™ Scheffe [ (Sl Eateqnm: ILasl 'I
[T BEGWF [ HochbergsGT2 —Th:
W = 7 Yl T Lo sided| 1 ¢ Gantral €1 Ganfrof
- EqualVariances Not Azsumed 2
[T Tamhare's T2 [~ DunnettsT3 [~ GamesHowel [~ Dunnet's C

categories of education) are not
found to be equal .

Significance level: I.DE

Continue Cancel |

Help |
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We choseto use "Tukey" and
"Tamhane's T2" because they are
the most used test statistics by
statisticians. SPSS will produce
two tables with results of mean
comparisons. Onetable will be
based on "Tukey" and the other on
"Tamhane's T2." How does one
decide which to use? In the output,
look for the "Test of Homogenity
of Variances." If the Sigvalueis
significant (lessthan .1 for 90%
confidence level), then the
variances of the subgroups are not
homogenous. Consequently, one
should use the numbers estimated
using "Tamhane's T2."

Click on "Continue."

Click on"OK."

Note that we had asked for testing
if the variances were homogenous
across sub-groups of wage defined
by categories of education. The
Sig value below shows that the
hypothesis of homogeneity can not
be accepted. Heterogeneity is
assumed as correct. "Tamhane's'
method for comparing means

One-wWay AMOVA: Post Hoc Multiple Comparizons

— Equal Yarances Assumed

gt I~ ShK

[~ Bonferroni

[ Sidak [ Tukey'sh

[~ Scheffe ™ Duncan

[T BEGWF [ Hochberg's GT2
[T REGWE [ Gabrel

v luke}'<_[y|:ue [ Mumell Errar Batio: |1DD

[~ Waler-Duncan

[~ Dunnett
[Earitral [Eategon:

ILast "l

iEst
’;: Zaied 151 ¢ Canfral €50 3 Canfral

— Equal ¥ariances Mot dssumed

¥ Tamhane's T2 [~ Dunnet's T3

[ GamesHowel [~ Durnett's C

Significance level I.EIE

v One-Way ANOVA

age
farn_id
farn_rnem
gender
pub_zec
wiark_ex

Dependent List:
wage

Continue Cancel | Help |

]
Paste
Reszet

Cancel

LLLLE,r :

Help

| Options...

Post Hoe...

should therefore be used C |
LContrasts...
Test of Homogeneity of Variances
Levene
Statistic dfl df2 Sig.
WAGE 8.677 22 1993 .000

The ANOVA table below tests whether the difference between groups (i.e. - the deviationsin
wages explained by differencesin education Ievel)74 is significantly higher than the deviations
within each education group. The Sig value indicates that the "Between Groups' variation can
explain arelatively large portion of the variation in wages. As such, it makes sense to go
further and compare the difference in mean wage across education levels (this point is more
clear when the opposite scenario is encountered). If the "Between Groups' deviations relative
importance is not so large, i.e. - the F is not significant, then we can conclude that differencesin
education levels do not play amajor role in explaining deviations in wages.

™ The between groups sum of squares is, computationally, the sum of squares obtained if each group were seen as
one "observation," with this "observation" taking on the value of the mean of the group.
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Note: The "analysis' of variance is akey concept in multivariate statistics and in econometrics.
A brief explanation: the sum of squaresisthe sum of al the squared deviations from the mean.
So for the variable wage, the sum of squares is obtained by:

[a] obtaining the mean for each group.

[b] re-basing every value in a group by subtracting the mean from thisvalue. This differenceis
the "deviation."

[c] Squaring each deviation calculated in "b" above.

[d] Summing all the squared values from "c" above. By using the "squares’ instead of the
"deviations," we permit two important aspects. When summing, the negative and positive
deviations do not cancel each other out (as the squared values are all positive) and more
importance is given to larger deviations than would be if the non-squared deviations were used
(e.0. - let's assume you have two deviation values 4 and 6. The second one is 1.5 times greater
than the first. Now square them. 4 and 6 become 16 and 36. The second oneis 2.25 times
greater than the first).

ANOVA
Sum of Mean
Squares df Square F Sig.
WAGE Between
Groups 78239.146 22 | 3556.325 40.299 .000
Within
Groups 175880.9 1993 88.249
Total 254120.0 2015

This shows that the sub-groups of wage (each sub-group is defined by an education level) have
unequal (i.e. - heterogeneous) variances and, thus, we should only interpret the means-
comparison table that uses a method (here "Tamhane's T2") that assumes the same about the
variances.

SPSS will produce tables that compares the means. Onetable uses " Tukeys' method; the other
will use "Tamhane's' method. We do not reproduce the table here because of size constraints.

Rarely will you have to use a method that assumes homogenous variances. In our experience,
real world data typically have heterogeneous variances across sub-groups.
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Ch 5. Section 5.d. Nonparametric testing methods

L et's assume the histogram and P-P showed that the variable wage is not distributed normally.
Can we still use the method shown in section 5.5.b? Strictly speaking, the answer is"No." In
recent years, some new "Non-parametric” testing methods have been developed that do not
assume underlying normality (atest/method that must assume specific attributes of the
underlying distribution is, in contrast, a"Parametric* method). We used one such method in
section 5.3.c. We show its use for comparing distributions.

Goto STATISTICS/

NONPARAMETRIC TESTS/ TWO-
Testariable Lizt:

INDEPENDENT SAMPLESTESTS, [
farn_id Easfe
Basically it tests whether the samples fam_mem - | 4'

defined by the each category of the gﬁgd:;c: EESEt
grouping variable have different G - Cancel |
distribution attributes. If so, then the wn:urk £x Grouping Variable:
"Test Variable" is not independent of Help |
the "Grouping Variable." Thetest does Qefme et |
not provide a comparison of means.

— Test Type

¥ Mannwhitney L [ Kolmogoroy-5mimoy 2

[ Moses extreme reactions [ waldwolfowitz runs

Options... |

Place the variables into the appropriate + Two-Independent-5°..., -~
boxes. e Test Variable List 0K |
educ Wage
;am_id ¥ Easte |
amn_mem
pub_zec Heszet
wark_ex 4'
Eancell
.02 Help |
Define Groups. .. |
— Test Tupe
¥ Manniwhitney U [ Eolmogorow-Smimoy 2
[T Mozes extreme reactions [ wald“wiolfowitz mins

;

Options
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Click on "Define Groups." Inour data, RETNLT e it o L (1 T e

gender can take on two values - O if
maleand 1 if female. Inform SPSS of
these two values.

Click on "Continue."

Choose the appropriate "Test Type."
The most used typeis"Mann-
Whitney75."

Click on "OK."

The results show that the distributions
can be said to be independent of each
other and different (because the
"Asymp. Sig" islessthan .05, a 95%
confidence level).

Test Statistics?

WAGE
mann-Whltney 211656.5
Wilcoxon W 1534408
z -10.213
Asymp. Sig.
(2-tailed) 000

a. Grouping Variable:
GENDER

Group 1: IEI_
Group 2: |1_

+ Two-Independent-5amplez Tests

I TR
educ
fann_id
fann_mem
pub_sec
work_ e

Cantinue

S

Cancel

Help

0k, |
Pazte |
Bezet |

Cancel |

Help |

TestYanable List:
wage

Grouping % anable:

|gender[|:|'|]
DEfineErauEs. . |

Test Tvpe
¥ Manniwhithey

[T Moses extreme reactions

1 [ Eolmogoroy-5 mirmoy 2
[ wialdwalfowitz runs

Options...

d

Note: if you have several groups, then use STATISTICS/ NONPARAMETRIC TESTS/ K
[SEVERAL]INDEPENDENT SAMPLES TESTS. In effect, you are conducting the non-
parametric equivalent of the ANOVA. Conduct the analysisin asimilar fashion here, but

with two exceptions:

1. Enter the range of values that define the group into the box that is analogous to that on the

right. For example:

™ An explanation of the differences between these test types is beyond the scope of this book.
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Several Independent Samples: Define Range [E3

R anae far Grauping Y arable Carfiue

bl inirmLim: ID Cancel
el axirniLann: Idl Help

4

2. Choose the "Kruskal-Wallis H test" asthe "Test type" unless the categoriesin the
grouping variable are ordered (i.e. - category 4 is better/higher than category 1, which is
better/higher than category 0).

+ Tests for Several Independent 5Samples

ane Test Yariable List: K
EduC wage

fam_id E Paste
famn_mem

gender Feset

ald_wage
one Grouping Y ariable: Cancel

E\ILIJ:'EIES: E race(l 4]

Help

— Test Tupe
¥ Fskalwallis H [ Median

el

Dphions. ..

| To take quizzes on topics within each chapter go to http://www.spss.org/wwwroot/spssquiz.asp |
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Ch 6. TABLES

In this chapter, you will learn how to extend your analysis to a disaggregated level by making
tables (called "Custom Tables"). SPSS can make excellent, well-formatted tables with ease.

Tables go one step further than charts™: they enable the production of numeric output at levels
of detail chosen by the user. Section 6.1 describes how to use custom tables to examine the
patterns and values of statistics (i.e. - mean, median, standard deviation, etc.) of avariable
across categories/values of other variables.

Section 6.2 describes how to examine the frequencies of the data at a disaggregated level. Such
an analysis complements and completes analysis done in section 6.1.

For understanding Multiple Response Sets and using them in tables, refer to section 2.3 after
reading this chapter.

Note: the SPSS system on your computer may not include the Custom Tables procedures.

Ch 6. Section 1 Tablesfor statistical attributes

Tables are useful for examining the "Mean/Median/other” statistical attribute of one or more
variables Y across the categories of one or more "Row" variables X and one or more "Column”
variables Z.

If you are using Excel to make tables, you will find the speed and convenience of SPSSto be a
comfort. If you are using SAS or STATA to make tables, the formatting of the output will be
welcome.

Ch 6. Section l.a. Summary measur e of avariable

Example: making atable to understand the rel ations/patterns between the variables wage,
gender, and education - what are the attributes of wage at different levels of education and how
do these attributes differ across gender’’?

™ The power of graphs is that the patterns are easily viewed. However, once you want to delve deeper into the data,
you want numeric information in addition to simple visual depictions.

" Are the patterns the same for higher education levels? Does the pattern reverse itself for certain gender-age
combinations? Questions like these can be answered using custom tables. Interpretation of these tables also
strengthens one’ s understanding of the forces driving all the resultsin the analysis.
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Go to STATISTICS/CUSTOM
TABLES™,

Place education into the box
“Down.” The rows of the table will
be levels of education.

Place gender into the box “Across.”
The columns of the table will be
based on the values of gender.

Place wage into the box
“Summaries.” Thisimpliesthat the
datain the cells of the table will be
one or more statistic of wage.

The next step isto choose the
statistic(s) to be displayed in the
table. Todo so, click on
“Statistics.”

8 Note: the base SPSS installed in your computer system may not include the Custom Tables procedures.

+ Basic Tables

gender
ald_wage
ane

pre_1

pub zec
res 1
wage
waork_ex

— Subgrd

Summaries:

=

L] o Ee

[

IR

Separate Tables:

a9

Al combmations rested]
Each separateliystacked]

Pazte
Bezet
Cancel

Help

Statistics. ..
Lavout. ..
Totalz...

FEarrat...

Title=. ..

i Baszic Tables

age
fam_id
fam_rnerm
old_wage
one

pre_1
pub_=zec
res 1
wage
work_ e

Summaries:

— Subgroups

Do
educ

-

%) Al cornEr et e el e s |
i E

At separatel iy [stacked]

Paste
Be=zet
Cancel

Help

Statistics. .
Lavout. ..

Totals. ..

A e

Earmat. ..

Titles. ..

i Basic Tables

age
farm_id
farm_rmem
ald_wange
one

pre_1
pub_zec
res_1
work_en

— Subgroups
[ ooy
educ

Bicrogs:
aender

Separate T ables:
= S

% &l combmatane rnested]

# Statiztics...

{7 Bach separately [stacked]

k.
Paszte
Be=zet
Cancel

Help

el

Layout. .
Total=...

Farrnat. ..

il

Titles. ..
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In thelist of the left half of the box,
click on the statistic you wish to
use. In this example, the statistic is
the mean.

Click on “Add” to choose the
statistic.

Click on “Continue.”

Click on the button “Layout.”

Layouts help by improving the
layout of the labels of the rows and
columns of the custom table.

Select the options as shown. We
have chosen “In Separate Tables’ to
obtain lucid output. Otherwise, too
many labels will be produced in the
output table.

Click on “Continue.”

Bazic Tablez: Statxbcs

e o
ol el
Furcmniis
N
:'\-:h':."\- ;I
; Sowtirn by Coll Cowint
5 Hora meryg ¢ Arcendng

Emmat |.ﬁu\.|n11dr: "'"l Quae -

_ P [ Contese | Conost | Hep |
Lokl |Ha-qn

Bazic Tablee: Stalrzier

Samtishcr

SRR
lerhan
ale il

i e
LRt ]
Facantis 05
5 2

-

P i

(e ] ;I
; I_ St b ol Codind
I—j I MHeora ¢ Descersfing ¢ Ascending
r P Contnse | Concel | Hep |
I—

i Basic Tables

Surrnaries:

age
far_id
fam_mem
old_wage

5

i,

one — Subgroups=
pre_1 1 oo
pub_sec educ
res_1
waork_em
Jilad futt
gender

Separate T ables:

% &l comBimatiane nested]
{5 Bach separately [stacked]

o
FPazte
Bezst

Cancel

Help

Statiztics. .
Layout...
Total=...
FEormat. ..

Titles. ..

Basic Tables: Layout I

— Surmmang W ble Label= Statiztics Labels

" Across the top
= Down the left side

' | separate tables

b
i~ Across the top

* |n separate tables

Continue

i

Cancel

Help

— Groupsz in Summary Y ariable Dimension

% | Al sumniany vanables Unden each arouE
{5 Al growpe unden each) summan wanase

™ Label groups with value labels only
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Click on the button “ Totals.” : Basic Tables = |
— Summaries:
) age
Totals enable_yo_u to obtain a ;:m:gem [Il P = |
macro-level depiction of the data. old_mwane
one —Subgroups ————————————————— Hezet I
pre_1 [ o [—
Data are effectively displayed at Prbses sduc —IH |
three levels of aggregation: work_ex L _Hele |
AcroEs
e o thelowest level, where d
. ! e g=nas Statiztics. .. I
each value isfor a specific
education-gender Separate Tables: Layout... I
Combi naIi on (these ........................................ lotals_“r
i i i E L.
constitute the inner cellsin @ 4l combinations (mested) Eorma |
the table on page 6'6), 5 Eoch sepanately (stacked) Titles. .. I

e a anintermediate level,
where each valueis at the
level of either of the two
variables’ (these constitute
the last row and column in
the table on page 6-6), and

» atthe aggregate level,
where one value
summarizes al the data (in
the last, or bottom right,
cell in the table on page 6-
6)%.

Y ou should request totals for each
group®.

Basic Tables: Totals

¥ iTatalz over each group variable
Click on “Continue.” Label [Grovp Tala Cancel |

211, ng qroup datal

Label: [Table Total ﬂl

™ For example, "For all males," "For everyone with education level X" etc.
8 The three levels of aggregation will become apparent when you look at the output table.

81 Mean for all females and for all males irrespective of their education levels - in the last row, and means for each
education level irrespective of gender - in the last column.
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Click on the button “Titles.”

Enter atitle for the table.

Click on “Continue.”

Click on OK.

Thetable is shown on the next page.

From this table, you can read the
numbers of interest. If you are
interested in the wages of females
who went to college, then look in
rows “education=13-16" and
column “gender=1."

: Basic Tables E E3 I

age
farn_id E
fam_mem
old_wage
one — Subgroups
pre_1 [t oo
pub_sec educ
res
work_ex
LCTOES
gender

% Al comnBmanerelne s
) Each separately (stacked)

Summaries:

Separate T ables:
=Em S e

Paste |
Beset |
Cancel |
Help |

Statiztics. .. |

Layout. .

Totals...

I

Format. ..

Titles. . ﬁ

Basic Tables: Titles

Caption:

I ean of Wage for Each Gender-E ducation Combin.

Corner:

Cancel I
Help I

s Basic Tables

ags
Farm_id
fam_mem
old_weage
(=11

pre_1
pub_sec
re=z_1
waork,_ ex

g

9

Summaries:

D ovar:
educ

Do
gender

Separate T ables:

Sl eornEiaatiarae (e sted |
Bachh separately [staclkeed]

—

— Subgroups

Paszste
Besst
Cancel

Help

Statiztics. ..
Lavouk. ..
Totals. .

Eormat. ..

]

Titles. .
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M ean of Wage for Each Gender-Education
Combination
WAGE Mean
Male Female — Group
- - Total

0 5.97 5.82
1 5.32 4.72
2 4.32 4.65
3 5.49 5.36
4 5.25 4.95
5 5.50 5.34
6 6.78 6.40
8 7.85 7.79
9 10.05 9.99
10 10.78 10.25
11 12.47 11.85

EDUCATION 12 12.09 11.85
13 13.30 12.87
14 157TN 14.47
15 13.81 13.99
16 17.09 15.64
17 22.09 20.29
18 24.72 23.23
19 37.97 25.61
20 33.00 31.89
21 23.63 24.13
22 37.50 37.50
23

Group Total 8.63 6.62 8.23

Ch 6. Section 1.b.

Y ou can also compare across cells to
make statements like “males with
only a high school education earn
more, on average, than females who
completed two years of college®.”

Another interesting fact emerges
when one looks at females with low
levels of education: “females with 2
years of education earn more than
femal es with 3-8 years of education
and more than men with up to 5 years
of education.” Why should this be?
Isit because the number of females
with 2 years of education is very
small and an outlier is affecting the
mean? To understand this, you may
want to obtain two other kinds of
information - the medians (see section
6.1.b) and the frequency distribution
within the cellsin the table (see
section 6.2).

The"Total" for all the data

Obtaining mor e than one summary statistic

We will repeat the example in section 6.1.a with one exception: we will choose mean and
median as the desired statistics. Follow the stepsin section 6.1.a except, while choosing the

statistics, do the following:

Click on “ Statistics’

ape

b ss

rr——

1k i i Fadis I

EE ] o amn
) vy

IE crery Camnired I

8

IEHH!

|_" l kal Seslizhea «
Sapumaln Tablsa ks

] Lo

- | marveal

T { Fdigz

82 Compare the value in row “education = 12" and column “gender = 0 (male)” to the value in cell “education = 14"

and column “gender=1 (female).” The double-tailed arrow points to these values.
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Click on the first statistic you want in the list
in the left half of the box. In this example,
the first statistic is the mean.

Click on “Add” to choose this statistic.

The statistic chosen is displayed in the
window “Cell Statistics.”

Click on the second statistic you want in the
list in the left half of the box. In this
example, the second statistic is the median.

Click on the button “ Add.”

Click on “Continue.”

Baze Tablex Statizbcz

|
I_ Sty by Copll Conrnd
[ — I How [ [escaing T deendng
r E Coswuim | Carend | How |
et
Basic Tables: Statistics HE
Statigtics: Cell Statistics:
Count a Mean
Count Riow &
Count Cal % -
Count Layer & [harge
it Table %
| Hemoye
iMedian
iy -
BErsentile cutmmit: |5EI Sarting by Cel Count
_ - % None " Descending (" Ascending
Format; IAutomatlc "l

it IF’_ [ecimals: IIJ_

Enntinuel Cancel | Help |
Label IMEdian

Bader |abded 51abeilics

Sorting oy Ced Court
(o] | low ¢ Qucedg " dcoendng
I~ F - Covirvn | Careel | Hew |

www.vgupta.com




Chapter 6: Custom Tables 6-8

Y ou will need an indicator to distinguish
between mean and median in the table. For
that, click on “Layout.”

Select “Acrossthe Top” in the options area
“Statistics Labels.” Thiswill label the mean
and median columns. Try different layouts
until you find that which produces output to
your liking.

Click on “Continue.”

Clickon“OK.”

Baszic Tables: Layout

— Summary ariable

™ Acrozs the top

£ Diown the left side

% |1 separate tables

Labels

Lowr the Jeft side

™ |n zeparate tables

Cancel |

Help |

— Groups in Surmarny Y ariable Dimenzion

% Ll summen vansEl esLnGen each greup
) Al graups under each summan v anaae

[™ | Label groups with walue labels only

Ll
Tawi_pd

e _messn
i isgs
]

El_-l

me_1
FLHE,_

g
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Mean and Median Wage for Each Gender-Education Combination
| GENDER _ Group Total
Male Female
M ean M edian Mean M edian Mean M edian

0 5.97 5.00 3.04 3.41 5.82 5.00
1 5.32 4.38 3.03 2.84 4.72 3.76
2 4.32 4.03 6.82 6.82 4.65 4.26
3 5.49 475 423 3.69 5.36 475
4 5.25 4.00 3.25 3.13 4.95 3.87
5 5.50 450 351 3.14 5.34 438
6 6.78 5.76 371 3.13 6.40 5.68
8 7.85 6.54 497 4.97 7.79 6.25
9 10.05 10.18 9.59 8.88 9.99 10.13
10 10.78 8.52 6.68 7.95 10.25 8.24
11 12.47 11.86 9.63 9.09 11.85 10.80

EDUCATION 12 12.09 11.55 10.96 9.75 11.85 10.26
13 13.30 12.05 11.99 12.14 12.87 12.10
14 15.77 13.18 11.36 11.91 14.47 12.50
15 13.81 13.64 14.31 14.20 13.99 14.20
16 17.09 15.45 12.87 13.07 15.64 1353
17 22.09 20.74 16.40 16.85 20.29 19.03
18 24.72 21.97 17.42 18.61 23.23 20.83
19 37.97 41.76 16.33 15.33 25.61 22.73
20 33.00 38.83 26.33 26.33 31.89 32.58
21 23.63 23.68 26.14 26.14 24.13 25,57
22 37.50 38.92 37.50 38.92
23

Group Total 5.82

Total for each gender category ("column total™).

Total for each education category ("row total").

Inspect the table carefully. Look at the patterns in means and medians and compare the two.
For almost all the education-gender combinations, the medians are lower than the means,
implying that afew high earners are pushing the mean up in each unique education-gender
entry.

Ch 6. Section 1.c. Summary of avariable's values categorized by

three other variables

Let's assume we want to find the mean of wage for each education level, each gender, and each
sector of employment.
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Repeat all the steps of the examplein
section 6.1.a and add one more step -
move the variable pub_sec into the box
“Separate Tables.” Now two tables will
be produced: one for public sector
employees and one for private sector
employees.

Note: A better method of doing a4 (or
more) dimensional table construction
exerciseisto combine (1) a 3-
dimensional Custom Table procedure
with (2) A single or multidimensional
comparative analysisusing DATA/
SPLIT FILE. Seechapter 10 for more.

i Basic Tables

age
farn_id
far_rmem
old_wage
one

pre_1
rez_1
work_ex

Summmaries:
wage

I

— Subgroups
D over:
educ

BCrogs

gender

NIREE

B0}

Ll cambimatiems [hested]
Eactrsepanateli|stacked)

a
Faszte
Bezet
Cancel

Help

Statiztics. ..
Layout...
Tatals. ..
Eormat. ..

Title=...

LT

Thefirst table will be for private sector employees (pub_sec=0) and will be displayed in the
output window. The second table, for public sector employees, will not be displayed.

Mean of Wage for Each Gender-Education
) Combination
Private Sector
GENDER
L Male Femde -  Group
Total

0 5.26 3.80 5.21
1 5.11 2.98 452
2 3.73 5.11 3.87
3 4.88 3.50 4.74
4 5.20 2.61 4.85
5 4.80 3.13 4.65
6 5.80 3.60 5.47
8 6.15 4.97 6.12
9 7.12 8.07 7.23
10 8.33 3.60 7.80
1 7.79 5.50 7.41

EDUCATION 12 5.89 8.58 6.32
13 9.06 13.29 10.47
14 15.34 11.49 13.93
15 7.37 9.66 7.94
16 16.86 . 16.86
17 20.65 17.05 19.75
18 35.04 22.59 28.81
19 . 17.33 17.33
20 19.32 26.33 22.83
21
22
23

Group Total 5.95 4.40 5.64

Y ou need to view and print the second table (for pub_sec=1). To view it, first double click on
the table above in the output window. Click on the right mouse. Y ou will see several options.
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B Dulput

SPSS Mutpul Havigalss

Fis £t Viem insent Preot Fomad  Sistetos Graphs  Utides ‘windos Help

L]
Ll Mean of ¥age for Eack: Genc
[ SPSS Log
- Taddes
=) T
Lf Hotax

EPE5Log
Tabiss
g Tee

B rowee

L Waman ol Yege for Bach G

L s of e fos Eack Dure

D bopliegy s Fasat Lspsy

Takle:

Cambination

Mwan of Wage for Each Gender-Education

i

EDANTATION

shown.

Select “Change Layers.” Select the option “Next.” The custom table for pub_sec=1 will be
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M ean of Wage for Each Gender-Education
Combination
Public Sector
1
GENDER
[ Mae Female

0 7.62 2.29 7.17
1 6.51 353 6.00
2 5.66 8.52 6.23
3 9.17 7.14 8.88
4 7.39 7.12 7.26
5 8.08 5.40 7.90
6 8.97 4.56 8.76
8 1158 . 11.58
9 1353 10.72 13.08
10 13.33 9.00 12.69
11 15.25 11.16 14.26

EDUCATION 12 15.19 11.67 14.35
13 14.77 1151 13.72
14 15.96 11.26 14.74
15 15.29 14.89 15.14
16 17.11 12.87 1555
17 2253 16.27 20.44
18 24.16 16.13 2273
19 37.97 15.33 28.92
20 36.42 . 36.42
21 23.63 26.14 24.13
22 37.50 . 37.50
23

Group Tota 13.42 10.71 12.89

Ch 6. Section 2 Tables of frequencies

A table of frequencies examines the distribution of observations of a variable across the values
of other category variable(s). The optionsin this procedure are a Sub-set of the optionsin
section 6.1.

Goto STATISTICS CUSTOM

: Tables of Freguencies

TABLES TABLES OF [educ Frequencies for:
f id
FREQUENCIES. famid_ ——
gender —
pub_zec Heszst I
M ove edUC to the bOX wage — Subgroups
" X ) waork__ex Cancel
Frequenciesfor. In Each T able: —lH |
_tiete |
Separate T ables: : Statistics. .. I
Layout. .. I
= Al combitatiers [rested] &I
£ Each semaratel i stactked] Titles. .. I
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Move gender into the box “In
Each Table.”

Click on the button “ Statistics.”

There are two types of statistics
displayed: "Count" and "Percent.”
The latter is preferred.

Select the optionsin this dialog
box and press “ Continue.”

i Tables of Frequencies

age
fam_id
fam_mem
old_wage
one

pre_1
pub_sec
res 1
wage
work__ e

Frequencies far:

In Each T able:

Separate T ables:

= Sl combinaticns (Rested]

£ Eachiseparately [siacked]

Statigtics. ..
Layout. ..

Format. ..

D

Titles...

k.
Bazte
Bezet

Cancel

Help

i Tables of Frequencies

age
farn_id
farn_rerm
old_wage
one

pre_1
pub_sec
ez 1
wage
waork_ e

Frequencies for:

5

— Subgroups
In Each T able:

gender

% Al combinatione (mested)
= Bt separateln|=tacked)

IR E

Separate T ables: *‘Statistics...

Layout...

il

Format...

Titles. ..

Ok
Pazte
Beszet
Cancel

Help

Tables of Frequencies: Statistics

— Urwweighted Countz -
- Continue
r Dizplay
Label: Cancel |
mweighted Count Help |

[emlam Earmmat: (el En Eormmat:

& dddl 5 h=ddd 4 % dddl £ H=ddd

widte |5 widte |5

[Mesmals: IU_ [EEmalE: IU_

— Totalz

™ Display (LAl ITu:ulaI
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Click on the button “Layout.”

Select options as shown.

Click on “Continue.”

Click on “Titles.”

i Tables of Frequencies
- F . _

age
farn_id
farn_rerm
old_wage
one

pre_1
pub_sec
ez 1
wage
waork_ e

5

— Subgroups
In Each T able:

gender

Separate T ables:

% Al combinatione (mested)
= Bt separateln|=tacked)

X

k.
Pazte
Beszet

Cancel

el

Help

Statiztics. .

Format...

_Fomet. |

Titles.. |

Tablez of Frequencies: Layout

Yariable Labels——
% Acrosz the top
' Down the side

Statiztics Labels
™ Acrozz the top

..... 5

O

B

[ Label groups with walue labels anly

" Down the side Cancel |

Help |

age
farn_id
fam_renm
old_wage
ohe

pre_1
pub_szec
es_1
wage
wiork_ex

i+ Tables of Frequencies
ae E

uencies for:

5

— Subgroups
In Each T able:

gender

Separate T ables:

= Al combinatione (mested]
. E

art semparatelr [shacted] » Titles...

o

FE el

Pazte
Bezet

Cancel

Statizhics...
Laypout...

Format...
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Write atitle for your table.

Click on “Continue.” Caontinue

Cancel

Tables of Frequencies: Titles
Note: In some of the sections we

Title:
Digtribution of £ge for Males and Femaled
skip this step. We advise you to

always use the title option so that Laptior:

il

output is easy to identify and

publish.

Corner:

CI'Ck on “OK." i Tables of Frequencies EE3
age FErequencies for: oK
fam_id
falacrln_rnern FPaste
ald_wage
one Be=sest
ELEELEC Subgroups —
res__‘l In Each T able: Q
oo | Help

Separate T ables: Statistics. ..
I:I Layout. ..
= Format. ..
e Titles. ..

Contact: vgupta1000@aol.com
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Distribution of Agefor
Males and Females
%
GENDER
0 1
AGE AGE
| 20 2.9%
21 2.7%
22 2.9%
23 1.9%
24 2.4%
25 2.7%
26 3.3%
27 2.5%
28 2.5%
29 2.7%
30 3.7%
31 2.7%
32 3.3%
33 3.2%
34 2.7%
35 3.6%
36 3.3%
37 3.0%
33 2.9%
39 2.6%
40 2.5%
41 2.4%
42 2.3%
43 1.8%
a4 1.1%
45 2.4%
46 2.2%
47 1.7%
48 1.1%
49 1.8%
50 1.7%
51 2.5%
52 1.4%
53 9% 5%
54 1.2% 1.2%
55 1.2% %
56 6% 1.2%
57 6% 5%
58 8% 1.0%
59 7% 2%
60 1.1%
61 6% 1.2%
62 1% 7%
63 3% 5%
64 1% 2%
65 3% 5%

The observations are pretty well spread out with some clumping
in the range 25-40, as expected. Y ou can read interesting pieces
of information from the table: “The number of young females (<
19) is greater than males,” “femal es seem to have a younger age
profile, with many of observationsin the 30-38 age range,” etc.

Compare these facts with known facts about the distribution of
the population. Do the cellsin this table conform to reality?

» Alsonote that at this stage you have been ableto look at a
very micro-level aggregation.

To take quizzes on topics within each chapter go to
http://www.Spss.org/wwwroot/spssguiz.asp
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ADVERTISEMENT

COMING SOON--

= NOTES ON USING ADVANCED FEATURES
IN EXCEL

= EXCEL TOOLKIT FOR ECONOMISTS
= A SASGRAPHICAL USER INTERFACE
- NOTE ON USING WORD FOR IMPROVING

PROGRAMMING EFFICIENCY IN SPSS, SAS,
STATA,ETC

If you register at pss.org (registration facility will
be available by October 1999), you will receive
Information on these tools as and when they become
avallable at--

WWW.SPSS.ORG

WWW.VGUPTA.COM

WWW.SPSS.NET
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ch7.LINEAR REGRESSION

Regression procedures are used to obtain statistically established causal relationships between
variables. Regression analysisisamulti-step technique. The process of conducting "Ordinary
Least Squares' estimation is shown in section 7.1.

Several options must be carefully selected while running a regression, because the al-important
process of interpretation and diagnostics depends on the output (tables and charts produced
from the regression procedure) of the regression and this output, in turn, depends upon the
options you choose.

Interpretation of regression output is discussed in section 7.2% our approach might conflict
with practices you have employed in the past, such as always looking at the R-square first. Asa
result of our vast experience in using and teaching econometrics, we are firm believersin our
approach. You will find the presentation to be quite simple - everything isin one place and
displayed in an orderly manner.

The acceptance (as being reliable/true) of regression results hinges on diagnostic checking for
the breakdown of classical assumpti ons*. If thereisa breakdown, then the estimation is
unreliable, and thus the interpretation from section 7.2 isunreliable. Section 7.3 lists the
various possible breakdowns and their implications for the reliability of the regression results®.

Why is the result not acceptable unless the assumptions are met? The reason is that the strong
statements inferred from a regression (i.e. - "an increase in one unit of the value of variable X
causes an increase in the value of variable Y by 0.21 units") depend on the presumption that the
variables used in a regression, and the residuals from the regression, satisfy certain statistical
properties. These are expressed in the properties of the distribution of the residuals (that
explains why so many of the diagnostic tests shown in sections 7.4-7.5 and the corrective
methods shown chapter 8 are based on the use of the residuals). If these properties are
satisfied, then we can be confident in our interpretation of the results.

The above statements are based on complex forma mathematical proofs. Please check your
textbook if you are curious about the formal foundations of the statements.

Section 7.4 provides a schema for checking for the breakdown of classical assumptions. The
testing usually involves informal (graphical) and formal (distribution-based hypothesistestslike

8 Even though interpretation precedes checking for the breakdown of classical assumptions, it is good practice to
first check for the breakdown of classical assumptions (sections 7.4-7.5), then to correct for the breakdowns (chapter
8), and then, finally, to interpret the results of aregression anaysis.

8 We will use the phrase "Classical Assumptions" often. Check your textbook for details about these assumptions.
In simple terms, regression is a statistical method. The fact that this generic method can be used for so many
different types of models and in so many different fields of study hinges on one area of commonality - the model
rests on the bedrock of the solid foundations of well-established and proven statistical properties/theorems. If the
specific regression model isin concordance with the certain assumptions required for the use of these
properties/theorems, then the generic regression results can be inferred. The classical assumptions constitute these
requirements.

8 If you find any breakdown(s) of the classical assumptions, then you must correct for it by taking appropriate
measures. Chapter 8 looks into these measures. After running the "corrected" model, you again must perform the
full range of diagnostic checks for the breakdown of classical assumptions. This process will continue until you no
longer have a serious breakdown problem, or the limitations of data compel you to stop.
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the F and T) testing, with the latter involving the running of other regressions and computing of
variables.

Section 7.5 exploresin detail the many steps required to run one such formal test: White's test
for heteroskedasticity.

Similarly, formal tests are typically required for other breakdowns. Refer to a standard
econometrics textbook to review the necessary steps.

Ch 7. Section 1 OL SRegression

Assume you want to run aregression of wage on age, work experience, education, gender, and
adummy for sector of employment (whether employed in the public sector).

wage = function(age, work experience, education, gender, sector)
or, as your textbook will haveit,

wage = [3; + B,*age + [Bs*work experience + 3,*education + Bs*gender + B¢* sector

GO to i Linear Regression [ = I
STATISTICS/IREGRESSION/ Dependent:
LINEAR farn_id Easi= |
farm_mem

: — gender Frevious | Blask 1 of 1 ez Beset I
Note: Linear Regression is also b, s T deoodermer | _Canoel |
called OLS (Ordinary Least e o [oonereens e |
Squares). If theterm |
"Regression” is used without any _
qualifying adjective, the implied Methos: [Ener
method is Linear Regression. Lase Labels:

WALS = I ﬁtatistics...l Flat=. .. I Save. .. I Options. .. I

Click on the variable wage. Place
it in the box “ Dependent” by

i Linear Regression

Dependent:

clicking on the arrow on the top educ
i farn_id East
of the dialog box. o i
. ) gfj”ff;ge Frevious | Black 1 of 1 Elzain Beset |
Note: The dependent variable is oub g Cancel

that whose values we are trying to waark_ex
predict (or whose dependence on
the independent variablesis being
studied). Itisaso referred to as
the "Explained” or "Endogenous"
variable, or as the "Regressand.”

Independent|z]: _I
_Hek |

Method: I Enter - I

LCaze Labels:

e

WwilS = I ﬁtatiatica...l Flots... I Sawve... I Options...

HI\_B
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Select the independent variables.

Note: The independent variables
are used to explain the values of
the dependent variable. The
values of the independent
variables are not being
explained/determined by the
model - thus, they are
"independent” of the model. The
independent variables are also
called "Explanatory" or
"Exogenous’ variables. They are
also referred to as "Regressors.”

Move the independent variables
by clicking on the arrow in the
middle.

For abasic regression, the above
may be the only steps required.

In fact, your professor may only
inform you of those steps.
However, because comprehensive
diagnostics and interpretation of
the results are important (as will
become apparent in the rest of this
chapter and in chapter 8), we
advise that you follow all the
stepsin this section.

Click on the button “ Save."

_. Tegression

Dependent: ke
Easie I
_revicis | Black 1 of 1 e || Beset |
Independent|z]: ﬂl
Help
| ek |
Method: IEnter "I
LCaze Labels:
|
WS = I Statistics_..l Plats. .. I Save. .. I Options. .. I
i Linear Regression EHE3
D ependent: |
age Ly ak.
educ |2 Iwage
farn_id Baszte I
fam_mem
gender | Block 1 of 1 Mext | Reset |
old_wage
pub_sec Cancel
work_ e 4'

LCaze Labels:

WS = I ﬁtatistics...l Flots... I Save... | Dptions...
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Select to save the unstandardized Linear Regression: 5ave Mew Variables EHE
pl’.edl.Cted values and residuals by —Predicted Yalues | [ Besiduals:
clicking on the boxes shown. " U , ,
_nstandardlzed« I Uﬂstandardlzed« Cancel |
. . . I Standardized I~ Standardized
Choosing these variables is not an I Adusted ™ Studentized Help |
essential Optlon' We WOUIdv [~ 5.E. of mean predictions I Deleted
however, suggest that you choose _ ™ Studentized deleted
these options because the saved [ Distances
variables may be necessary for ™ Mshalanobis — Influence Statistics
checking for the breakdown of ™ Cook's ™ Digetals)
classical assumptionsse ™ Leverage walues ™ Standardized DiEetals]
— Prediction Intervals :: EtfaEri:dardized DfEit
For example, you will need the Meart [ Individual B o e
residuals for the White's test for LConfidence Interval: IEIE * B
heteroskedasticity (see section
7.5), and the residuals and the
fgd'ecttfd valuesfor the RESET  hg g0 of statistics shown in the areas "Distances'®” and " Influence

Statistics' are beyond the scope of this book. If you choose the box

, . o "Individual" in the area"Prediction Intervals,”" you will get two new
Click on“Continue. variables, one with predictions of the lower bound of the 95%
confidence interval.

Now we will choose the output : Linear Regression el A |
tabIeS prOdUC&j by SPSS. TO.dO O Dependent: oK. |
S0, click on the button “ Statistics.” edue [wwage Paste |
fam:mem —
ggjf;ge Frevious | Block 1 of 1 Mext | Reset |
b
vtk o _Cencel |
<) e
Method: I Enter - I
LCase Labels:
WS = I ﬁtatisticsfj Flots. .. I Sawve. .. I Options. .. I
The statistics chosen here provide [ L e EHE

13 =~~
\;&aftzr”e called regresson Rearezsion Coefficientz [~ Dezcriptives
¥ Estimates v tdodel fit Cancel |
Select “Estimates” & “Confidence ¥ Confidence intersals ™ Durbinwatson
Intervals®.” [ Covariance matrix ' Collinearity diagnostics Help I

“Model Fit” tellsif the model
fitted the data properlvsg.

8 For example, the residuals are used in the White' s test while the predicted dependent variable is used in the RESET
test. (Seesection7.5.)

87 "Distance Measurement” (and use) will be dealt with in afollow-up book and/or the next edition of this book in
January, 2000. The concept is useful for many procedures apart from Regressions.

8 These provide the estimates for the coefficients on the independent variables, their standard errors & T-statistics
and the range of values within which we can say, with 95% confidence, that the coefficient lies.
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fitted the data properly89.

Note: We ignore Durbin-Watson
because we are not using atime
series data set.

Click on “Continue."

In later versions of SPSS (7.5 and
above), some new options are
added. Usually, you can ignore
these new options. Sometimes,
you should include a new option.
For example, in the Linear
Regression options, choose the
statistic "R squared change."

Click on the button “Options."

If you suspect a problem with collinearity (and want to use amore
advanced test then the simple rule-of-thumb of “a correlation
coefficient higher than 0.8 implies collinearity between the two
variables’), choose “ Collinearity Diagnostics." See section 7.4.

Linear Regression: Statistics

IV Model fit
¥ F sguared change
[T Descriptives

— Regrezzion Coefficients

¥ Estimates

¥ Confidence intervals

Continue
Cancel

Help

4

[T Covariance matrix [T Pait and partial comelations

[ Collinearity diagnostics

— Residuals
[~ Dubinwatzon
[ Cazewize diagnostics
&) [utliers outside |3_ standard deviations
) fllzases

i+ Limear Regression EE3 I
D ependent:
age Dep Ok, I
educ 1. I wage
farn_id FPazte I
farn_mem
gender Fievicus | Block 1 of 1 Mezt | Eeset |
ald_wage
pub_sec X Cancel I
waork__ e ik[=]:
<] et |
kethod: I Enter = I
LCase Labels:
|
WS = I Statiztics. .. I Flat=. .. I Sawve... I Dptions..l!

8 |f the model fit indicates an unacceptable F-statistic, then analyzing the remaining output is redundant - if a model
does not fit, then none of the results can be trusted. Surprisingly, we have heard a professor working for Springer-
Verlag dispute this basic tenet. We suggest that you ascertain your professor’s view on thisissue.
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It istypically unnecessary to Linear Regression: Options EHE
change any option here.

— Stepping Method Criteia————————
i+ Use probabiliy of F
Entry: Remowval: IT ﬂl
Note: Deselect the option " UseF value el |
“Include Constant in Equation” if Ent |284 | Removal [27
you do not want to specify any
intercept in your model. v Include constant in equation

— Miz=zing Values

Click on “Continue. ™ Euclude cases listwize
i~ Exclude caszes painwise

7 Beplace with meaat

Click on“Plots.” iLinearRegression K|
[age | Dependent:

We think that the plotting option fguc_d [wage Lok |

is the most important feature to fam_menn Paste |

understand for two reasons: e _Fevo | Block1of1 _ Mew || Beset |

(1) Despite the fact that their class ~~ [pubsee [—— Cancel |

notes and econometric books - Help |

stress the importance of the visual <] ,

diagnosis of residuals and plots

made with the residuals on an bicthod: [Erier =]

axis, most professors ignore them. Case Lahels:

(2) SPSS help does not provide an |

adequate explanation of their - :

UserI ness. The bl ggeSt WeakneSS WS > I Statigtics. .. I F'_Iots‘f._l Sawve... I Dptions. ..

of SPSS, with respect to basic

econometric analysis, isthat it
does not allow for easy diagnostic
checking for problems like mis-
specification and
heteroskedasticity (see section 7.5
for an understanding of the
tedious nature of this diagnostic
processin SPSS). |n order to
circumvent this lacuna, always
use the options in plot to obtain
some visual indicators of the
presence of these problems.
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Werepeat: the options found
here ar e essential - they allow
the production of plotswhich
provide summary diagnostics for
violations of the classica
regression assumptions.

Select the option “ ZPRED”
(standard normal of predicted
variable) and move it into the box
“Y." Select the option “ZRESID”
(standard normal of the regression
residual) and move it into the box
N T

Linear Regression: Plots

HE|

DEPEMDMNT
“ZPRED

*ADJPRED
*SRESID
*SDRESID

[ Histogram

[ Produce all partial plote
— Standardized R esidual Platz

[~ Momal probability plot

Caontinue

Brevitus | Scatter 1 of 1 Mext |

Cancel

4l

Help

[T Casewise plot
= [utliers outside |3 gt dewiatiams
0] bl zazes

Any pattern in that plot will
indicate the presence of
heteroskedasticity and/or mis-
specification due to measurement
errors, incorrect functional form,
or omitted variable(s). See
section 7.4 and check your
textbook for more details.

Select to produce plots by
clicking on the box next to
“Produce al partial plots.”

Patterns in these plots indicate the
presence of heteroskedasticity.

Linear Regression: Plots

DEPEMDMNT
“ZFRED
“ZRESID
*DRESID
*aDJPRED
*SRESID
*5DRESID

Cantinue

Freyans | Scatter 1 of 1 Mext |

Cancel

Flil

Help

FRESID

] % [ZPRED
¥

v Produce all partial plutﬁj_

[~ Histogram

— Standardized R ezidual Plats

[~ Mommal probabilitg plat

[ Casewize plat
| [utliers outsides |3 =fd) desiations
) Lllcases
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Youmay want toincludeplotson [ HE |
theresiduals.

DEPEMDMT : -m
If the plots indicate that the “ZPRED R | Scatter 1 of 1 Next | —
residuals are not distributed %F‘H'Eg'lg 4|E'”':E
normally, then mis-specification, “ADJPRED I | ¥: [ZPRED Help |
collinearity, or other problems are *SAESID
indicated (section 7.4 explains “3DRESID ] ¢ EEER

these issues. Check your
textbook for more details on each W Produce all partial plots
problem). 5 o —— ol

[T Casewise plot
= [utliers outside |3 gt dewiatiams
0] bl zazes

v Hiztogram

Note: Inquire whether your _ _
v Marmal probability plot

professor agrees with the above
concept. If not, then interpret as
per his’her opinion.

Click on “Continue."

Click on“OK." i Linear Regression HE3
[age Dependent:

The regression will be run and ?guc-d e T— 25

several output tables and plots fam_menm Paste |

will be produced (see section 7.2). e Previous | Block 1 of 1 New || _Beset |
pUbESEC nis]: Cancel |

Note: In the dialog box on the e Helo_|

right, select the option "Enter" in E e

the box "Method." The other

methods available can be used to L

make SPSS build up a model Case Labels:

(from one |

explanatory/independent variable

to a”) or bU||d ndownu amOdeI WS = I Statistics... I Plots... I Save... I Options...

until it finds the best model.

Avoid using those options - many
stetisticians consider their use to
be a dishonest practice that
produces inaccurate results.
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A digression:

In newer versions of SPSS you
will see adlightly different dialog
box.

The most notable differenceisthe
additional option, "Selection
Variable." Using this option, you
can restrict the analysis to a Sub-
set of the data.

Assume you want to restrict the
analysis to those respondents
whose education level was more
than 11 years of schooling. First,
move the variable education into
the area " Selection Variable."
Then click on "Rule."

Enter therule. Inthiscase, it is
"educ>11." Press"Continue" and
do the regression with all the
other options shown earlier.

+ Linear Regression

Dependent;

f-EIITI_id Easte |
farn_rnerm
Eﬁrldﬁ;ge Brevinus | Block 1 of 1 fiEs| | Feset |
b
E\,L;EIT:EE Independent(z]: ﬂl
wark_ex Help |
M ethod: IEnter TI
Selection Y anable:
WLS » | ﬁtatistics...l Plats... | Save. .. | Options... |
Linear Begreszion: Set Rule |
Define Selection Rule
Walue:

educ Igreater than j |'| 1|
WI Cancel | Help |

Ch 7. Section 2 I nter pretation of regression results
Always look at the model fit
(“ANOVA”) first. Do not ANOVA
make the mistake of looking o -
at the'R-square before . M odel Squares df Square F g.
checking the goodness of fit. Regression p4514.39 5 1090283 | 414.262 0009
Thelast column shows the 1 Resdua p229548 | 1987 | 26.319
goodness of fit of the model. Towd 106809.9 1992
The lower this number, the
better the fit. Typically, if 8 Dependent Varizhle: WAGE
“Sig” isgreater than 0.05, we b. Independent Variables: (Constant), WORK_EX, EDUCATION, GENDER,
conclude that our model could PUB_SEC, AGE

not fit the data®.

9 |f Sig < .01, then the mode! is significant at 99%, if Sig < .05, then the model is significant at 95%, and if Sig <.1,

the model is significant at 90%. Significance impliesthat we can accept the model. If Sig>.,1 then the model was

not significant (arelationship could not be found) or "R-square is not significantly different from zero."
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In your textbook you will encounter the terms TSS, ESS, and RSS (Total, Explained, and Residual Sum
of Squares, respectively). The TSSisthetotal deviationsin the dependent variable. The ESSisthe
amount of this total that could be explained by the model. The R-square, shown in the next table, is the
ratio ESS/TSS. It captures the percent of deviation from the mean in the dependent variable that could be
explained by the model. The RSSisthe amount that could not be explained (TSS minus ESS). In the
previous table, the column " Sum of Squares" holds the valuesfor TSS, ESS, and RSS. Therow "Tota" is
TSS (106809.9 in the example), the row "Regression” is ESS (54514.39 in the example), and the row

"Residua” contains the RSS (52295.48 in the exampl e).

The "Model Summary" tells us:

¥ which of the variables were
used as independent
variabl esgl,

# the proportion of the
variance in the dependent
variable (wage) that was
explained by variationsin
the independent variabl es”,

# the proportion of the
variation in the dependent

Model Summary P

Variables
M odel Entered Removed

Adjusted
R Square

Std.
Error of
the
Estimate

WORK_EX,
EDUCATION,
1 GENDER,
PUB_SEC,
AGEt%E

variable (wage) that was

a. Dependent Variable: WAGE
b. Method: Enter

C. Independent Variables: (Constant), WORK_EX, EDUCATION,

GENDER, PUB_SEC, AGE
d. All requested variables entered.

explained by variationsin
the independent variabl es®

¥ and the dispersion of the
dependent variables
estimate around its mean
(the “ Std. Error of the
Estimate’ is 5.1394).

%L ook in the column “V ariables/Entered.”

9 The“Adjusted R-Square” shows that 50.9% of the variance was explained.
% The "R-Square" tells us that 51% of the variation was explained.

% Compare this to the mean of the variable you asked SPSS to create - "Unstandardized Predicted.” If the Std. Error

is more than 10% of the mean, it is high.
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The table “ Coefficients’ provides information on:

¢ theeffect of individual variables (the "Estimated Coefficients'--see column “B”) on the dependent
variable and

# the confidence with which we can support the estimate for each such estimate (see the column
“Sig.").

If thevaluein“Sig.” islessthan 0.05, then we can assume that the estimate in column “B” can be
asserted as true with a 95% level of confidence™. Always interpret the"Sig" valuefirst. If thisvalueis
morethan .1 then the coefficient estimateisnot reliable becauseit has" too" much
dispersion/variance.

Coefficients
Unstandardized 95% Confidence
Coefficients Interval for B
L ower Upper
M odel Std. Error t Bound Bound
(Constant) 420 -4.339 -2.643 -.997
AGE .014 8.635 .091 .145
1 EDUCATION .025 31.622 729 .825
GENDER .289 -7.023 -2.597 -1.463
PUB_SEC .292 5.957 1.168 2.314
WORK_EX .017 5.854 .067 134
a Dependent Variable: WA
Thisisthe plot for "ZPRED
versus ZRESID." The pattern Scatter pl ot

in this plot indicates the
presence of mis-specificati on®
and/or heteroskedasticity.

Dependent Variabl e: WAGE

A formal test such as the
RESET Test isrequired to
conclusively prove the
existence of mis-specification.
Thistest requires the running of
anew regression using the
variables you saved in this
regression - both the predicted
and residuals. You will be
required to create other Regr ession Standar dized Residual
transformations of these

variables (see section 2.2 to

Regr ession St andar dized Pr edict ed Val u
N

% |f the value is greater than 0.05 but less than 0.1, we can only assert the veracity of the valuein “B” with a 90%
level of confidence. If “Sig” isabove 0.1, then the estimatein “B” is unreliable and is said to not be statistically
significant. The confidence intervals provide arange of values within which we can assert with a 95% level of
confidence that the estimated coefficient in “B” lies. For example, "The coefficient for age liesin the range .091 and
.145 with a 95% level of confidence, while the coefficient for gender liesin the range -2.597 and -1.463 at a 95%
level of confidence."

% Incorrect functional form, omitted variable, or a mis-measured independent variable.

Www.vgupta.com




Chapter 7: Linear Regression

7-12

learn how). Review your
textbook for the step-by-step
description of the RESET test.

Thisisthe partial plot of
residuals versus the variable
education. The definite
positive pattern indicates the
presence of heteroskedasticity
caused, at least in part, by the
variable education.

A formal test like the White's
Test isrequired to conclusively
prove the existence and
structure of heteroskedasticity
(see section 7.5).

The partial plots of the
variables age and work
experience have no pattern,
which implies that no
heteroskedasticity is caused by
these variables.

A formal test like the White's Test is necessary to
conclusively prove the existence of heteroskedasticity. We
will run the test in section 7.5.

Par tial Residual Pl ot
Dependent Variabl e: WAGE

50

40"

30"

Note: Sometimes these plots
may not show apattern. The
reason may be the presence of
extreme values that widen the
scale of one or both of the axes,
thereby "smoothing out” any
patterns. |f you suspect this has
happened, as would be the case
if most of the graph areawere
empty save for afew dots at the
extreme ends of the graph, then
rescale the axes using the
methods shown in section 11.2.
Thisistruefor al graphs
produced, including the
ZPRED-ZRESID shown on the
previous page.

ITRENY
2 10
= 20 _ _ _
20 -10 0 10 20
EDUCATION
Partial Residual Pl ot
Dependent Variabl e: WAGE
50
40 " e
30
20 9
10
0" 2=
':'&:,)J -10 9
= 20

40

Note also that the strict
interpretation of the partial plots
may differ from the way we use
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the partial plots here. Without
going into the details of astrict
interpretation, we can assert

Partial
Dependent Variabl e: WAGE

Residual Pl ot

50

that the best use of the partial
plots vis-a-vis the interpretation
of aregression result remains as
we have discussed it.

40

301

20 ¢

20 30

Hist ogram
DCependent Var iabl e: WAGE

Idealized Normal Curve. In
order to meet the classical
assumptions, .the residuals
should, roughly, follow this
curves shape.

Sd.Dev=1.00
Mean =0.00
N=1993.00

(9376‘6‘)&

Y% %000 DYDY P PP

Regr ession & andar dized Residual

W 10w .
<§( 20 _
-30 20
WOR K=EX
The histogram and the P-P plot of the
residual suggest that the residual is probably
normally distributed®
600
Y ou may want to use the Runs test (see
chapter 14) to determine whether the >0
residuals can be assumed to be randomly 0
distributed.
300
Nor mal P-PH ot of Regression § - 20
Dependent Variabl e: WAGE %
1.00~
g_ 100
[H)
751 iy 0O sl
,; 500 Thethick curve
E should lie close
§ to the diagonal.
o 258
ﬁch 0.00 . - .
0.00 .25 .50 .75 1.00
Chser ved QumPr ob

97 See chapter 3 for interpretation of the P-P. The residuals should be distributed normally. If not, then some classical

assumption has been violated.
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Regression output interpretation guidelines

Name Of What Does It Measure Or Critical Values Comment
Statistic/ Indicate?
Chart
Sig.-F Whether the model asawhole - below .01 for 99% Thefirst statistictolook for in
issignificant. It tests whether confidence in the ability SPSS output. If Sig.-Fis
(inthe R-square is significantly of the model to explain insignificant, then the regression
ANOVA different from zero the dependent variable asawhole hasfailed. No more
table) interpretation is necessary
(although some statisticians
disagree on this point). You
- below .05 for 95% must conclude that the
confidence in the ability "Dependent variable cannot be
of the model to explain explained by the
the dependent variable independent/explanatory
variables." The next steps could
be rebuilding the model, using
more data points, etc.
- below 0.1 for 90%
confidence in the ability
of the model to explain
the dependent variable
RSS, ESS & The main function of these The ESS should be high If the R-squares of two models
TSS valuesliesin calculating test compared to the TSS (the are very similar or rounded off
statistics like the F-test, etc. ratio equalsthe R- to zero or one, then you might
(inthe square). Note for prefer to use the F-test formula
ANOVA interpreting the SPSS that uses RSS and ESS.
table) table, column " Sum of
Squares':
"Total" =TSS,
"Regression” = ESS, and
"Residua" = RSS
SE of The standard error of the Thereisno critical value. Y ou may wish to comment on
Regression estimate predicted dependent Just compare the std. the SE, especidly if it istoo
variable error to the mean of the large or small relative to the
predicted dependent mean of the predicted/estimated
variable. The former values of the dependent variable.
(in the Model should be small (<10%)
Summary compared to the latter.
table)
R-Square Proportion of variation in the BetweenOand 1. A This often mis-used value
dependent variable that can be higher value is better. should serve only as a summary
(in the Model explained by the independent measure of Goodness of Fit. Do
Summary variables not use it blindly as a criterion
table) for model selection.
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Name Of What Does It M easure Or Critical Values Comment
Statistic/ Indicate?
Chart
Adjusted R- Proportion of variance in the Below 1. A higher value Another summary measure of
square dependent variable that can be is better Goodness of Fit. Superior to R-
explained by the independent square because it is sensitive to
(in the Model variables or R-square adjusted the addition of irrelevant
Summary for # of independent variables variables.
table)
T-Ratios Thereliability of our estimate Look at the p-value (in For a one-tailed test (at 95%
of theindividual beta the column “Sig.”) it confidence level), the critica
(inthe must be low: valueis (approximately) 1.65 for
Coefficients testing if the coefficient is
table) - below .01 for 99% greater than zero and
confidence in the value of (approximately) -1.65 for testing
the estimated coefficient if it is below zero.
- below .05 for 95%
confidence in the value of
the estimated coefficient
- below .1 for 90%
confidence in the value of
the estimated coefficient
Confidence The 95% confidence band for The upper and lower Any value within the confidence
Interval for each beta estimate values give the 95% interval cannot be rejected (as
beta confidence limits for the the true value) at 95% degree of
coefficient confidence
(inthe
Coefficients
table)
Charts: Mis-specification and/or There should be no Extremely useful for checking
Scatter of heteroskedasticity discernible pattern. If for breakdowns of the classical
predicted thereisadiscernible assumptions, i.e. - for problems
dependent pattern, then do the like mis-specification and/or
variable and RESET and/or DW test heteroskedasticity. At the top of
residual for mis-specification or this table, we mentioned that the
the White' s test for F-statistic is the first output to
(ZPRED & heteroskedasticity interpret. Some may argue that
ZRESID) the ZPRED-ZRESID plot is

more important (their rationale
will become apparent as you
read through the rest of this
chapter and chapter 8).
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Name Of What Does It M easure Or Critical Values Comment

Statistic/ Indicate?

Chart

Charts: Heteroskedasticity There should be no Common in cross-sectiona data.
Partial plots discernible pattern. 1f

there isadiscernible
pattern, then perform
White's test to formally If apartial plot has a pattern,
check. then that variableis alikely
candidate for the cause of
heteroskedasticity.

Charts: Provides an idea about the The distribution should A good way to observe the
Histograms distribution of the residuals look like anormal actual behavior of our residuas
of residuals distribution and to observe any severe

problem in the residual's (which
would indicate a breakdown of
the classical assumptions)

Ch 7. Section 3 Problems caused by breakdown of classical
assumptions

The fact that we can make bold statements on causality from aregression hinges on the classica
linear model. If its assumptions are violated, then we must re-specify our analysis and begin the
regression anew. It isvery unsettling to realize that alarge number of institutions, journals, and
faculties allow this fact to be overlooked.

When using the table below, remember the ordering of the severity of an impact.

= Theworst impact isabiasin the F (then the model cant be trusted)

» A second disastrous impact is a bias in the betas (the coefficient estimates are unreliable)

= Compared to the above, biasesin the standard errorsand T are not so harmful (these biases
only affect the reliability of our confidence about the variability of an estimate, not the
reliability about the value of the estimate itself)

Violation

Measurement error in dependent | & & X1 | X1 N &
variable

M t [

independent variable A AR (RO IRl A
Irrelevant variable & & Xt I X1l & &
Omitted variable X X X X X X
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Violation i B Sderr S "
l estimate

Incorrect functional form X X X X X X

Heteroskedasticity N X X X X | &

Collinearity & & X1 | Xy & &

Simultaneity Bias X X X X X X

& The statistic is still reliable and unbiased.

X The statistic is biased, and thus cannot be relied upon.
7 Upward bias.

! Downward bias.

Ch 7. Section 4 Diagnostics

This section lists some methods of detecting for breakdowns of the classical assumptions.

With experience, you should devel op the habit of doing the diagnostics before interpreting the
model's significance, explanatory power, and the significance and estimates of the regression
coefficients. If the diagnostics show the presence of a problem, you must first correct the
problem (using methods such as those shown in chapter 8) and then interpret the model.
Remember that the power of aregression analysis (after all, it is extremely powerful to be able
to say that "data shows that X causes Y by this slope factor") is based upon the fulfillment of
certain conditions that are specified in what have been dubbed the "classical" assumptions.

Refer to your textbook for a comprehensive listing of methods and their detailed descriptions.

Ch 7. Section 4.a. Collinearity®

Collinearity between variables is always present. A problem occursif the degree of collinearity
is high enough to bias the estimates.

Note: Collinearity means that two or more of the independent/explanatory variablesin a
regression have alinear relationship. This causes a problem in the interpretation of the

% Also called Multicollinearity.
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regression results. If the variables have a close linear relationship, then the estimated regression
coefficients and T-statistics may not be able to properly isolate the unique effect/role of each
variable and the confidence with which we can presume these effects to be true. The close
relationship of the variables makes this isolation difficult. Our explanation may not satisfy a
statistician, but we hope it conveys the fundamental principle of collinearity.

Summary measures for testing and detecting collinearity include:

* Running bivariate and partia correlations (see section 5.3). A bivariate or partial
correlation coefficient greater than 0.8 (in absolute terms) between two variables indicates
the presence of significant collinearity between them.

» Collinearity isindicated if the R-square is high (greater than 0.7599) and only afew T-
values are significant.

* Insection 7.1, we asked SPSS for "Collinearity diagnostics' under the regression option
"statistics." Here we analyze the table that is produced. Significant collinearity is present if
the condition index is>10. If the condition index is greater than 30, then severe collinearity
isindicated (see next table). Check your textbook for more on collinearity diagnostics.

Collinearity Diagnostics?

Condition Variance Proportions
Dimension Eigenvalue Index (Constant) AGE EDUCATION | GENDER | PUB SEC [ WORK_EX
1 4.035 1.000 .00 .00 .01 .01 .02 .01
2 .819 2.220 .00 .00 .00 .85 .03 .01
3 614 2.564 .01 .01 14 .01 .25 .09
4 .331 3.493 .03 .00 .34 .09 49 .08
5 170 4.3 A1 .03 43 .04 15 .48
6 3.194E-02 .85 .96 .08 .00 .06 .32

a Dependent Variable: WAGE

Ch 7. Section 4.b. Mis-specification

Mis-specification of the regression model is the most severe problem that can befall an
econometric analysis. Unfortunately, it is also the most difficult to detect and correct.

Note: Mis-specification covers a list of problems discussed in sections 8.3 to 8.5. These
problems can cause moderate or severe damage to the regression analysis. Of graver
importance is the fact that most of these problems are caused not by the nature of the datalissue,
but by the modeling work done by the researcher. It is of the utmost importance that every
researcher realise that the responsibility of correctly specifying an econometric model lies solely
on them. A proper specification includes determining curvature (linear or not), functional form
(whether to use logs, exponentials, or squared variables), and the accuracy of measurement of
each variable, etc.

Mis-specification can be of severa types: incorrect functional form, omission of arelevant
independent variable, and/or measurement error in the variables. Sections7.4.cto 7.4.f lista
few summary methods for detecting mis-specification. Refer to your textbook for a
comprehensive listing of methods and their detailed descriptions.

% Some books advise using 0.8.
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Ch 7. Section 4.c. I ncorrect functional form

If the correct relation between the variables is non-linear but you use alinear model and do not
transform the variables'®, then the results will be biased. Listed below are methods of detecting
incorrect functional forms:

* Performapreliminary visual test. To do this, we asked SPSS for the plot ZPRED
and Y -PRED while running the regression (see section 7.1). Any patterninthis
plot implies mis-specification (and/or heteroskedasticity) due to the use of an
incorrect functional form or due to omission of arelevant variable.

« If thevisua test indicates a problem, perform aformal diagnostic test like the
RESET test'® or the DW test'®.

e Check the mathematical derivation (if any) of the model.

e Determine whether any of the scatter plots have a non-linear pattern. If so, isthe
pattern log, square, etc?

e Thenature of the distribution of avariable may provide some indication of the
transformation that should be applied to it. For example, section 3.2 showed that
wage is non-normal but that itslog isnormal. This suggests re-specifying the
model by using the log of wage instead of wage.

»  Check your textbook for more methods.

Ch 7. Section 4.d. Omitted variable

Not including a variable that actually plays arole in explaining the dependent variable can bias

the regression results. Methods of detection '® include:

* Perform apreliminary visual test. To do this, we asked SPSS for the plot ZPRED
and Y -PRED while running the regression (see section 7.1). Any pattern in this
plot implies mis-specification (and/or heteroskedasticity) due to the use of an
incorrect functional form or due to the omission of arelevant variable.

e If thevisua test indicates a problem, perform aformal diagnostic test such asthe
RESET test.

* Apply your intuition, previous research, hints from preliminary bivariate analysis,
etc. For example, in the model we ran, we believe that there may be an omitted
variable bias because of the absence of two crucial variables for wage
determination - whether the labor is unionized and the professional sector of work
(medicine, finance, retail, etc.).

»  Check your textbook for more methods.

190 |y section 8.3, you will learn how to use square and log transformations to remove mis-specification.

101 The test requires the variables “predicted Y” and “predicted residual.” We obtained these when we asked SPSS to
save the "unstandardized" predicted dependent variable and the unstandardized residuals, respectively (see section
7.1).

102 Check your textbook for other formal tests.

103 The first three tests are similar to those for Incorrect Functional form.
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Ch 7. Section 4.e. Inclusion of an irrelevant variable

This mis-specification occurs when a variable that is not actually relevant to the model is

included'®. To detect the presence of irrelevant variables:

= Examine the significance of the T-statistics. If the T-statistic is not significant at the 10%
level (usually if T< 1.64 in absolute terms), then the variable may be irrelevant to the
model.

Ch 7. Section 4.f. M easurement error

Thisisnot avery severe problemif it only afflicts the dependent variable, but it may biasthe T-
statistics. Methods of detecting this problem include:

»  Knowledge about problems/mistakes in data collection

»  There may be a measurement error if the variable you are using is a proxy for the
actual variable you intended to use. In our example, the wage variable includes the
monetized values of the benefits received by the respondent. But thisisa
subj ective monetization of respondents and is probably undervalued. As such, we
can guess that there is probably some measurement error.

»  Check your textbook for more methods

Ch 7. Section 4.g. Heter oskedasticity

Note: Heteroskedasticity implies that the variances (i.e. - the dispersion around the expected
mean of zero) of the residuals are not constant, but that they are different for different
observations. This causes a problem: if the variances are unequal, then the relative reliability of
each observation (used in the regression analysis) is unequal. The larger the variance, the lower
should be the importance (or weight) attached to that observation. As you will see in section
8.2, the correction for this problem involves the downgrading in relative importance of those
observations with higher variance. The problem is more apparent when the value of the
variance has some relation to one or more of the independent variables. Intuitively, thisis a
problem because the distribution of the residuals should have no relation with any of the
variables (a basic assumption of the classical model).

Detection involves two steps:

» Looking for patternsin the plot of the predicted dependent variable and the residual
(the partial plots discussed in section 7.2)

» If the graphical inspection hints at heteroskedasticity, you must conduct aformal test

like the White'stest. Section 7.5 teaches you how to conduct aWhite's test'®.

Similar multi-step methods are used for formally checking for other breakdowns.

104 By dropping it, we improve the reliability of the T-statistics of the other variables (which are relevant to the
model). But, we may be causing afar more serious problem - an omitted variable! Aninsignificant T is not
necessarily abad thing - it isthe result of a"true" model. Trying to remove variables to obtain only significant T-
statistics is bad practice.

105 Other tests: Park, Glejser, Goldfelt-Quandt. Refer to your text book for a comprehensive listing of methods and
their detailed descriptions.
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Ch 7. Section 5 Checking formally for heteroskedasticity:
White' stest

The least squares regression we ran indicated the presence of heteroskedasticity because of the

patterns in the partial plots of the residual with regards to the variables education and work_ex.

We must run aformal test to confirm our suspicions and obtain some indication of the nature of
the heteroskedasticity.

The White' stest isusually used as atest for heteroskedasticity. In thistest, aregression of the
squares of the residual s isrun on the variables suspected of causing the heteroskedasticity,
their squares, and cross products.

| (residuals)® = by+ by educ + bywork_ex + bs (educ)® + b, (work_ex)?+ bs (educ*work ex) |

To run thisregression, several new variables must be created. Thisisalimitation of SPSS -
many tests that are done with the click of abutton in E-Views and with simple codein SAS
must be done from scratch in SPSS. This applies to the tests for mis-specification (RESET and
DW tests) and other tests for heteroskedasticity.

Go to TRANSFORM/
COMPUTEY". e N — =
Topabl shsi . |
i —
o i e ()
Tisw_peesy ol aeze] afs]u] EErSirnawen il
i e R L e rearm k- |
il I.- = _n'l LI_L] il I I .'.-I-II-\I‘I_l.-luhq'h:l
Do e T ST T et
e x|
Create the new variable sgres
(square of residual). aplVaielie  tomie Deprerin =
Tl abesd
R 8
e ol o] 208l3] Eweions [ 2]
I-:]l_lml I ] T T A 3 | e s ﬂ
e St allf e e
::_r:.'r _'II_‘ILI 1] | | EEITS::H:?II
; i e N T [T [ ity A =
e ]
" ox_| Bse | Bewet | Concel| Hew |

196 The test requires the variables “predicted residual.” We obtained this when we asked SPSS to save the
unstandardized residuals (see section 7.1).

197 1£ you are unfamiliar with this procedure, please refer to section 2.2.
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Create sq_worke (sguare of work
experience). e |
Tipeah] aled
Similarly, create sq_educ (square TJEI | -
of educ). forn i ol 2l ] 71813 Eunctons =]
e - |
abrl_swangey —l —-l—-J lli]il :FI'ISI:-.-.:-I-;:.“"
e e | B
::-_"' = 2 Cossie cnE BERGLE L g =
i "
] _ e
i =] 0k | Pase | B | Concel | el |
Create the cross product of educ ]
and work_ex. i ’rﬁ’m |
Typsbl shal
Now you are ready to do the = lIl =
White' stest - you have the e & ol sl x| 218139 Fucione [_=]
dependent variable square of the gandar =) sl e 4] 81 8] e B
residuals, the squares of the ol :ll jﬁ TTTTETT et
independent variables, and their el L I
pepec X
=] [0 ]| Pame | Bewsn | conced| Hew |

Go to STATISTICY
REGRESSION/ LINEAR.

Place the variable sg_resinto the
box “ Dependent.”

age ]
edu_work. —I
eduu:_ Easte I
fann_id
fam—d"“em Frevious | Block 1 of 1 i | Heset |
gender
I
;;\Iaﬂzge Independent(z]: ﬂl
pre_1 Help
pub_szec |
pub 2] | Lt |
z0_educ
=q_work Method: IEnter 'l
wage
wark_ex
LCase Labels:

!

WLS »» | §tatistics...| Flotz... | Save.. I Optionz...
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Select the variables educ and
work_ex and move them into the
box “Independent(s)."

Place the variables sq_educ,
sq work and edu_work into the
box “Independents.”

Note: On an intuitive level, what
are we doing here? We are trying
to determine whether the absolute
value of the residuals ("absolute"
because we use the squared
residuals) can be explained by the
independent variable(s) in the
original case. This should not be
the case because the residuals are
supposedly random and non-
predictable.

Clickon“OK."

Note: We do not report the F-
statistic and the table ANOVA as
wedid insection 7.2 (itis
significant). If the F was not
significant here, should one still
proceed with the White's test?
We think you can argue both
ways, though we would lean
towards not continuing with the
test and concluding that "thereis
no heteroskedasticity."

7-23
: Linear Regression HB
Dependent:

age L [oF
|edu waork, |sq_res EI
fam_id —
fam—d"“em Fievicus | Black 1 of 1 = Feset I
gender
I
;;\laﬂ:ge Independent(z]: ﬂl
pre_1 Help I
pub_zec *
Pk ]
=0 _educ
=q_work Fethod: IEnter 'I
Wage
I LCaze Labels:

WALS »x | Statistics... | Plat=... | Save.. I Options... I
i Linear Regression EE

Dependent: 0K

age b
— s o]
educ_ Pazte I
farn_id
tam_mern Cevibus | Block 1 of 1 New | Beset |
i;ender [ ] |

wage
ald -ﬂage Independent(z]: ﬂl
pre_1 educ Help

res 1

Method: IEnter b I

wark_ex
LCaze Labels:
!
WLS > | ﬁtatistics...l Flotz... | Save.. I Optionz... I
i Linear Hegression E E3
D ependent: Ok
B o]
Easte I
Farm_id
farm_rnem Fievious | Block 1 of 1 Mezt | Eeset |
gender
[
;;vjv%:ge Independent[s]: ﬂl
pre_1 < Help I
pub_sec
res 1 E E 3
z0_educ
=q_woark MMethod: IEnter vI
wage
woork_ex
Caze Labels:
|
wWALS = I Statistics. .. I Flots. .. I Save... I Option=s... I
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Model Summary 2
Std.
: Error of
Variables R Adjusted the
Entered Square R Square Estimate
SQ WORK,
SQ _EDUC,
EDU_WORK,
Work .037 .035 .2102
Experience,
EDUCATION
a. Dependent Variable: SQ_RES
White's Test
 Caculate n*R? > R* = 0.037, n=2016 > Thus, n*R*=.037*2016

=74.6.

« Compare thisvalue with x?(n), i.e. with x?(2016)
(x* isthe symbol for the Chi-Square distribution)

X% (2016) = 124 obtained from x*table. (For 955 confidence) Asn*R? < x?,
heteroskedasticity can not be confirmed.

Note: Please refer to your textbook for further information regarding the interpretation of the
White'stest. If you have not encountered the Chi-Square distribution/test before, thereis no
need to panic! The same rules apply for testing using any distribution - the T, F, Z, or Chi-
Square. First, calculate the required value from your results. Here the required value isthe
sample size ("n") multiplied by the R-square. Y ou must determine whether this valueis higher
than that in the standard table for the relevant distribution (here the Chi-Square) at the
recommended level of confidence (usually 95%) for the appropriate degrees of freedom (for the
White'stest, this equals the sample size "n") in the table for the distribution (which you will find
in the back of most econometrics/statistics textbooks). If the former is higher, then the
hypothesisisreected. Usualy the rejection implies that the test could not find aproblemlog.

| To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp |

108 \We use the phraseology " Confidence Level of "95%." Many professors may frown upon this, instead preferring

to use "Significance Level of 5%." Also, our explanation issimplistic. Do not useitin an exam! Instead, refer to the
chapter on "Hypothesis Testing" or "Confidence Intervals' in your textbook. A clear understanding of these concepts
isessential.
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Ch 8. CORRECTING FOR BREAKDOWN
OF CLASSICAL ASSUMPTIONS

A regression result is not acceptable unless the estimation satisfies the assumptions of the
Classical Linear regression model. In sections 7.4 through 7.5, you learned how to diagnose the
viability of the model by conducting tests to determine whether these assumptions are satisfied.

In theintroduction to this chapter, we place some notes containing intuitive explanations
of thereasonswhy the breakdowns cause a problem. (These notes have light shading.)
Our explanationsaretoo informal for usein an exam. Our explanation may not satisfy a
statistician, but we hopeit getsthe intuitive picture across. Weinclude them hereto help
you under stand the problems moreclearly.

Why is the result not acceptable unless the assumptions are met? The reason is simple - the
strong statements inferred from a regression (e.g. - "an increase in one unit of the value of
variable X causes an increase of the value of variable Y by 0.21 units') depend on the
presumption that the variables used in a regression, and the residuals from that regression,
satisfy certain statistical properties. These are expressed in the properties of the distribution of
the residuals. That explains why so many of the diagnostic tests shown in sections 7.4-7.5 and
their relevant corrective methods, shown in this chapter, are based on the use of the residuals.
If these properties are satisfied, then we can be confident in our interpretation of the results.
The above statements are based on complex, formal mathematical proofs. Please refer to your
textbook if you are curious about the formal foundations of the statements.

If aformal*® diagnostic test confirms the breakdown of an assumption, then you must attempt
to correct for it. This correction usually involves running another regression on atransformed
version of the original model, with the exact nature of the transformation being afunction of the
classical regression assumption that has been vi olated™.

In section 8.1, you will learn how to correct for collinearity (also called multi coIIinearity)lll.

Note: Collinearity means that two or more of the independent/explanatory variablesin a
regression have alinear relationship. This causes aproblem in the interpretation of the
regression results. If the variables have a close linear relationship, then the estimated regression
coefficients and T-statistics may not be able to properly isolate the unique impact/role of each
variable and the confidence with which we can presume these impacts to be true. The close
relationship of the variables makes this isolation difficult.

109 Ysually, a"formal" test uses a hypothesis testing approach. Thisinvolves the use of testing against distributions
likethe T, F, or Chi-Square. An "informal’ test typically refersto agraphical test.

19 Hon't worry if this line confuses you at present - its meaning and relevance will become apparent as you read
through this chapter.

111 \We have chosen this order of correcting for breakdowns because thisis the order in which the breakdowns are
usually taught in schools. Ideally, the order you should follow should be based upon the degree of harm a particular
breakdown causes. First, correct for mis-specification due to incorrect functional form and simultaneity bias.
Second, correct for mis-specification due to an omitted variable and measurement error in an independent variable.
Third, correct for collinearity. Fourth, correct for heteroskedasticity and measurement error in the dependent
variable. Fifth, correct for the inclusion of irrelevant variables. Y our professor may have a different opinion.
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In section 8.2 you will learn how to correct for heteroskedasticity.

Note: Heteroskedasticity implies that the variances (i.e. - the dispersion around the expected
mean of zero) of the residuals are not constant - that they are different for different
observations. This causes a problem. If the variances are unequal, then the relative reliability of
each observation (used in the regression analysis) is unequal. The larger the variance, the lower
should be the importance (or weight) attached to that observation. As you will see in section
8.2, the correction for this problem involves the downgrading in relative importance of those
observations with higher variance. The problem is more apparent when the value of the
variance has some relation to one or more of the independent variables. Intuitively, thisis a
problem because the distribution of the residuals should have no relation with any of the
variables (a basic assumption of the classical model).

In section 8.3 you will learn how to correct for mis-specification due to incorrect functional
form.

Mis-specification covers alist of problems discussed in sections 8.3 to 8.5. These problems can
cause moderate or severe damage to the regression analysis. Of graver importance is the fact
that most of these problems are caused not by the nature of the data/issue, but by the modeling
work done by the researcher. It is of the utmost importance that every researcher realise that the
responsibility of correctly specifying an econometric model lies solely on them. A proper
specification includes determining curvature (linear or not), functional form (whether to use
logs, exponentials, or squared variables), and the measurement accuracy of each variable, etc.

Note: Why should an incorrect functional form lead to severe problems? Regression is based
on finding coefficients that minimize the "sum of squared residuals." Each residua is the
difference between the predicted value (the regression line) of the dependent variable versus the
realized value in the data. If the functional form is incorrect, then each point on the regression
"line" is incorrect because the line is based on an incorrect functional form. A simple example:
assumeY hasalog relation with X (alog curve represents their scatter plot) but alinear relation
with "Log X." If weregressY on X (and not on "Log X"), then the estimated regression line
will have a systemic tendency for a bias because we are fitting a straight line on what should be
acurve. Theresidualswill be calculated from the incorrect "straight” line and will be wrong. If
they are wrong, then the entire analysis will be biased because everything hinges on the use of
theresiduals.

Section 8.4 teaches 2SL S, a procedure that corrects for simultaneity bias.

Note: Simultaneity bias may be seen as a type of mis-specification. This bias occurs if one or
more of the independent variables is actually dependent on other variables in the equation. For
example, we are using a model that claims that income can be explained by investment and
education. However, we might believe that investment, in turn, is explained by income. If we
were to use a ssimple model in which income (the dependent variable) is regressed on
investment and education (the independent variables), then the specification would be incorrect
because investment would not really be "independent” to the model - it is affected by income.
Intuitively, this is a problem because the simultaneity implies that the residual will have some
relation with the variable that has been incorrectly specified as "independent” - the residua is
capturing (more in a metaphysical than formal mathematical sense) some of the unmodeled
reverse relation between the "dependent” and "independent” variables.

Section 8.5 discusses how to correct for other specification problems: measurement errors,
omitted variable bias, and irrelevant variable bias.

Note: Measurement errors causing problems can be easily understood. Omitted variable biasis
abit more complex. Think of it thisway - the deviationsin the dependent variable are in reality
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explained by the variable that has been omitted. Because the variable has been omitted, the
algorithm will, mistakenly, apportion what should have been explained by that variable to the
other variables, thus creating the error(s). Remember: our explanations are too informal and
probably incorrect by strict mathematical proof for use in an exam. We include them hereto
help you understand the problems a bit better.

Our approach to all these breakdowns may be a bit too simplistic or crudefor purists. We
have striven to be lucid and succinct in thisbook. Assuch, we may have used the most
common methodsfor correcting for the breakdowns. Pleaserefer to your textbook for
mor e methods and for details on the methods we use.

Because we are following the sequence used by most professors and econometrics textbooks,
we first correct for collinearity and heteroskedasticity. Then we correct for mis-specification. It
is, however, considered standard practice to correct for mis-specification first. 1t may be helpful
to use the table in section 7.3 as your guide.

Also, you may sense that the separate sections in this chapter do not incorporate the corrective
procedures in the other sections. For example, the section on misspecification (section 8.3)
does not use the WL Sfor correcting for heteroskedasticity (section 8.2). The reason we have
done thisis to make each corrective procedure easier to understand by treating it inisolation. In
practice, you should always incorporate the features of corrective measures.

Ch 8. Section 1 Correcting for collinearity

Collinearity can be a serious problem because it biases the T-statistics and may also bias the
coefficient estimates.

The variables age and work experience are correlated (see section 7.3). There are severa 12
ways to correct for this. We show an example of one such method: "Dropping all but one of the
collinear variables from the analysi Sak

112 5ometimes adding new data (increasing sample size) and/or combining cross-sectional and time series data can
also help reduce collinearity. Check your textbook for more details on the methods mentioned here.

13 \Warning--many researchers, finding that two variables are correlated, drop one of them from the analysis.
However, the solution is not that simple because this may cause mis-specification due to the omission of arelevant
variable (that which was dropped), which is more harmful than collinearity.
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Ch 8. Section l1.a. Dropping all but one of the collinear variables
from the model
Goto i Linear Regression I
STATISTICSYREGRESSION/ : [
LINEAR. [wage %I

Previous | Block 1 af 1 Hewt || Besst
Independent=]: ﬂl

Choose the variables for the
analysis. First click on educ. Then,
press CTRL, and while keeping it
pressed, click on gender, pub_sec,
and work_ex. Do not choose the
variable age (we are dropping it
because it is collinear with work
experience). Click on the arrow to
choose the variables.

Method: I Enter - I

LCaze Labels:

|

- €
T

WLS x> I Statiztics. .. I Flatz. .. I Save... I Options... I
Repeat all the other steps from i Linear Regression R A |
section 7.1. s Dependent:
educ » Iwage—
;acﬂ__r:'l Paste I
H “ ” am_|
C“Ck on OK ;aerrn.larg;am Elevions I Block 1 of 1 Mest I Besest I
Slrl:e|:l.:|\lage Independent(=]: ﬂl
pub_sec educ - Help
res_1 gender —I
=0 work pub_sec =7
wagh_1
wagh_2 M ethod: IEnter 'I
waork_ex
agesq
LCaze Labels:
WALS = I Statistics. .. I Flot=. .. I Sawve... I Optionz. .. I

We know the model is significant because the “Sig.” of the F-statistic is below .05.

ANOVA?2
Sum of Mean
M odel Squares df Square F
Regression 52552.19 4 | 13138.05 481.378
1 Residual 54257.68 1988 27.293
Total 106809.9 1992

a Dependent Variable: WAGE

b. Independent Variables: (Constant), WORK_EX, EDUCATION, GENDER,
PUB_SEC
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Although the adjusted R-square has

dropped, thisis a better model than the Model Summary-°

original model (see sections 7.1 and 7.2)

because the problem of collinear Std.

independent variables does not bias the Variables . Er{;’; of

results here. M odel Entered Removed R Squar il | R Square fl Estimate
WORK_EX,

Reminder: it is preferable to keep the 1 EDUCATION, 701 492 52242

collinear variablesin the model if the e

option is Omitted Variable bias because
the latter has worse implications, as
shown in section 7.3.

a Dependent Variablee WAGE
b. Method: Enter

C. Independent Variables: (Constant), WORK_EX, EDUCATION, GENDER,

PUB_SEC
The coefficients have changed slightly -
from the original model (see sections Coefficients
71 a[?ld 7'22)' A comrﬁ)arlsgg_ls_ Unstandardized 95% Confidence
worthless, because the coefficients Coefficients Interval for B
and/or their T-statistics were unreliable Lower | Upper
in the model in chapter 7 because of the Model pd. Errolt Sig.__| Bound | Bound
resence of collinearity (Constant) 237 | 5055 | 000 | .732 | 1.660
presen ' EDUCATI( 025 | 30123 | 000 | 697 | .794
_ 1 GENDER 294 | -6.644 | 000 | -2.532 | -1.378
Not(_e. we have suppressed other output PUB_SEC 289 | 8055 | 000 | 1.763 | 2893
and itsinterpretation. Refer back to WORK_EX 013 | 14717 | 000 | .169 | 222

sections 7.1 and 7.2 for arecap on those

. aDependent Variabler WA
topics.

Ch 8. Section 2 Correcting for heter oskedasticity

In our model, the variable education is causing heteroskedasticity. The partial plot in section
7.2 showed that “as education increases, the residuals also increase,” but the exact pattern of
the plot was not clear.

Because we are following the sequence used by most professors and econometrics textbooks,
we have first corrected for collinearity and heteroskedasticity. We will later correct for mis-
specification. It is, however, considered standard practice to correct for mis-specification first
asit has the most severe implications for interpretation of regression results. It may be helpful
use the table in section 7.3 as your guide.

Ch 8. Section 2.a. WL Swhen the exact natur e of

heter oskedasticity is not known

We believe that education is causing heteroskedasticity, but we do not know the pattern. Asthe
weighting variable, what transformation of education should we use? Some options include:

Education

Education®®
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e Education*®

We firmly believe that education should be used™*, and we further fed that one of the above
three transformations of education would be best. We can let SPSS take over from here'™®. It
will find the best transformation of the three above, and then run a WLS regression with no
threat of heteroskedasticity.

Goto ! WwWeight E stimation ==
STATISTICS/'REGRESSION/ pependent ELa |
WEI GHT ES—I—I M ATI ON Ihdependent(=]: &I
| Ei=sst I
Cancel I
Help I
wwreight Function is 1/ eight “War] == Poweer
ww'eight W ariable:
Foweer range: |-2 through: |2 b ID,S
I+ Include constant in equation Options._ . I
Select the variable wage and placeit in i Weight E stimation i B ||
the box for the “Dependent” variable. o |
lage
Easte |
Select the independent variables and jdependentls) —
PI ace them |nto"the box Cancel |
Independents. Hew |
wreight Function iz 1/ eight “ar] == Poweer
Wwheight W ariable:
Fower range: |-2 through: |2 b ID.5
¥ Include constant in equation Options... |
Move the variable educ into the box : Weight Estimation HE|
“Wei ght Variable” ane Dependent:
facl_1 Easte |
;:m_:'ﬁem Independent(=): =
grénae[ Beszet |
old_wage
pre_i ==
b e e |
=0 work
wage wheight Function is 1/ eight War] ** Power
":;g;ae” \wieight W ariable: .
Faower range: through: =105
¥ Include constant in equation Options... |

114 See sections 7.2 and 7.5 for justification of our approach.

15 There exists another approach to solving for heteroskedasticity: White's Heteroskedasticity Consistent Sandard
Errors. Using this procedure, no transformations are necessary. The regression uses aformulafor standard errors
that automatically corrects for heteroskedasticity. Unfortunately, SPSS does not offer this method/procedure.
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In our example, the pattern in the plot
of residual versus education hints at a
power between .5 and 1.5 (See section
7.2).

To provide SPSS with the range within
which to pick the best transformation,
enter “ Power Range .5 through 1.5 by
.5.” Thiswill make SPSSlook for the
best weight in the range from powers
of .5to 1.5 and will increment the

search by .5 each time'®,

Click on “Options.”

Select “ Save best weight as new
variable." Thisweight can be used to
runaWLSusing STATISTICS/
REGRESSION / LINEAR or any other
appropriate procedure.

Click on “Continue.”

A problem will ariseif we use the
above weights: if education takes the
value of zero, the transformed value
will be undefined. To avoid this, we
remove all zero values of education
from the analysis. This may bias our
results, but if we want to use only
education or its transformed power
value as aweight, then we must
assume that risk.

To redefine the variable education,
choose the column with the data on
education and then go to DATA/
DEFINE VARIABLE (See section
1.2)). Click on“Missing Values.”

18 gpss will search through
e 5+0=5

« b5+5=1and

. S5+5+5=15

: weight E stimation

I+ Include constant in equation

]
Fazte
Bezet

Cancel

e S
_Baste |
_Bes |
_Cancel |
_Hep |

Help

Elgei Dependent:
o i = —
fac1_1 2ads
farn_id Independent(=z]:
fam_mem
genider 3
old_wage gender
pre_1 pub_zec
pub_zec Sq_fork
res 1 waork_ex
=0 work _ - _
wage Woeight Function iz 1/ eight % ar] = Power
work,_ e . . _
agesq I:I Wieight Y ariable:
Power range: |5 through: |1.5 by

0.5
thions.ﬁ

W[ Eove hest weight a3 new vanable

i E3

Weight Estimation: Oplions

Digplay AMOYA, and Estimates
* Faor best power
" Far gach power value

Enntinuel Cancel | Help |

Define Yariable

wariable Mame:  |educ

“ariable Description
Tupe: Mumernic3.0

Wariable Label: EDUCATION
Mizzing W alues: Mone
Lulignment: Right

Change Settings

Tupe...

Labels..

| Colurmn Format. . |

K4 E3
oK

Cancel

il

Help
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Enter zero as a mlﬁng Va| ue. NOW, Define Missing Yalues: educ EHE3
until you come back and redefine the Mo missing values
variable, al zeroesin education will be T ——————

Cancel

taken to be missing values. E

i

Help

Bange of mizzing values

Note: this digressive step is not always

necessary. We put it in to show what Lo | gt

must be done if SPSS starts produci ng ™ Range plus one dizcrete missing value

messages such as "Weighted Lovs: | Highe |

Estimation cannot be done. Cannot Diserete vajue: [

divide by zero."

NOW go bmk to i weight Estimation [ = N =]

STATISTICS'REGRESSION/ sde foroneent -J

WEIGHT ESTIMATION famn i e Ao %'
aender educ He=e= I
old_weage -b gLe,.Ed:.;c Cancel

. pre_1 Cr o

Re-enter the choices you made before pobsec e Help

mOVI ng On to re-den ne the Var' abl e_ fqug:;c"k e eight Function is 1AM =ight % ar] == Poweer
Wors_ S Wl eight Wariable:
=== [ )eemm

Click on“OK.” Power renge: [5 | throwghe 15 B [05

. - - . - - w  Include constant in equation Options...
Note: Maximum Likelihood Estimation "~ '™ ) —Leens. |

(MLE) isused. Thisdiffersfrom the
Linear Regression methodology used
elsewhere in chapters 7 and 8. You
will learn abit more about MLE in

chapter 9.

Source variabl e. EDUC Dependent vari abl e. WAGE
Log-1i kel i hood Function =-5481 POAER val ue = .5
Log-1i kel i hood Function =-5573 POAER value = 1

Log-1i kel i hood Function =-5935 POAER value = 1.5

The Val ue of POWER Maxi m zing Log-Iikelihood Function = .5

Sour ce vari abl e. EDUC PONER val ue = 5

Dependent vari abl e. WAGE

The best weight is education to the power .5. |

R Squar e . 451
Adj ust ed R Square . 449
St andard Error 3. 379

Anal ysi s of Variance:

DF Sum of Squar es Mean Squar e
Regr essi on 5 17245 3449. 04
Resi dual s 1836 20964 11. 41

F = 302 Signif F = .0000 ——- | The model is significant |

------------------ Variables in the Equation ------------------

Vari abl e B SE B Bet a T Sig. T
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EDUC . 687 . 025 . 523 26. 62
GENDER -1.564 . 247 - . 110 -6. 36
PUB_SEC 2.078 . 273 . 151 7.61
SQ WORK -.004 . 0008 - .280 -5.54
WORK_EX . 293 . 031 . 469 9. 20
(Const ant) 1.491 . 242 6. 14

Log-1i kel i hood Function =-5481

All the variables are significant

The foll owi ng new vari abl es are being created:

Nane Label

WGT 2 Wi ght for WAGE from WS, MOD 2 EDUC*

-. 500

Each coefficient can be interpreted directly (compare this to the indirect method shown at the
end of section 8.2.b.). The results do not suffer from heteroskedasticity. Unfortunately, the
output is not so rich (there are no plots or output tables produced) as that obtained when using
STATISTICSREGRESSION/LINEAR (asin the earlier sections of this chapter, chapter 7, and

section 8.2.b).

A new variablewgt_2iscreated. This represents the best heteroskedasticity-correcting power

of education.

Ch 8. Section 2.b.

Weight estimation when the weight isknown

If the weight were known for correcting heteroskedasticity, then WL S can be performed directly
using the standard linear regression dialog box.

Go to STATISTICS'REGRESSION/

LINEAR.

Click on the button “WLS.”

117

educ
facl_1
farm_id
farn_rmem
gender
old_wage
pre_1
pub_zec
res_1
z_work,
wgh_T1
wgt_2
wiork_ex
agesq

WwilS >>| |

i Linear Regrezsion

Dependent;

I wage

HH
B

1]

Faste

Previcus | Block 1 of 1

Hext I

educ
gender
pub_zec

I\_I

kethod: | Enter hi

Independent(z];

Cancel

il

- Help

-

LCaze Labels:
|
Etatistics...l Plotz... | Save... | Optionz...

The weight is = (1/(education)” = education
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8-10

A box labeled “WLS Weight” will
open up at the bottom of the dialog
box.

The weight variableisto be placed
here.

Place the weight variablein the
box “WLS Weight.”

Repeat all other steps from section
7.1

Press"OK."

» Linear Regression

HE
X

aqe. Dependent: o
fac'l__‘l Baszte I
farn_id
fam_mem Frevious | Black 1 of 1 New || Beset |
gender = — e —— &
Id
Ere:Tage Independent(z]: ﬂl
pub_zec educ - Help I
rez_1 gender
=0 work pub_zec =7
wgt_1
wat_2 Method: |Enter -
work,_ e
agesq

LCaze Labels:
e IS I Statiztics... I Optionz. .. I

i Linear Regrezsion EHE ‘

Diependent;
age U (]:#
educ Iwage
fac1__'| Pazte |
farm_id
;E'Ergargfm Bievious | Block1af1  Mest | Fesst |
Id
Erezlilvage |ndependent(z]: ﬂl
pub_zec educ - Help |
res_1 gender
20_work, pub_sec -
wgk_2
work_gx Method: [Enter =
agesq

Casze Labels:

|

WS »r | ﬁtalistics...l Flats... | Save... | Optione... |

Kl

LS Weight:

Tl 1
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The variables have been transformed in WLS. Do not make a direct comparison with the OLS resultsin
the previous chapter.

To make a comparison, you must map the new coefficients on the "real” coefficients on the original
(unweighted) variables. Thisisin contrast to the direct interpretation of coefficientsin section 8.2.a.
Refer to your econometrics textbook to learn how to do this.

Coefficient$P
Unstandar dized 95% Confidence
Coefficients Interval for B
L ower Upper
M odel B Std. Error t Sig. Bound Bound
(Constant) -3.571 .849 -4.207 .000 -5.235 -1.906
EDUCATION .694 .026 26.251 .000 .642 746
1 GENDER -1.791 .245 -7.299 .000 -2.272 -1.310
PUB_SEC 1.724 .279 6.176 .000 1.177 2.272
AGESQ -3.0E-03 .001 -4.631 .000 -.004 -.002
AGE .328 .049 6.717 .000 232 423
a Dependent Variable: WAGE
b. Weighted L east Squares Regression - Weighted by Weight for WAGE from WLS, MOD_1 EDUC**
-.500

Note: other output suppressed and not interpreted. Refer to section 7.2 for detailed interpretation
guidelines.

Ch 8. Section 3 Correcting for incorrect functional form

Because we are following the sequence used by most professors and econometrics textbooks,
we have first corrected for collinearity and heteroskedasticity. We will now correct for mis-
specification. It is, however, considered standard practice to correct for mis-specification first.
It may be helpful use the table in section 7.3 as your guide. Y ou may sense that the separate
sections in this chapter do not incorporate the corrective procedures in the other sections. For
example, this section does not use WL S for correcting for heteroskedasticity. The reason we
have done thisis to make each corrective procedure easier to understand by treating it in
isolation from the other procedures. In practice, you should always incorporate the features of
all corrective measures.

We begin by creating and including a new variable, square of work experiencells. Thelogicis

that the incremental effect on wages of a one-year increase in experience should reduce as the
experience level increases.

18 Why choose this transformation? Possible reasons for choosing this transformation: a hunch, the scatter plot may
have shown a dlight concave curvature, or previous research may have established that such a specification of ageis
appropriate for a wage determination model.
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+ Cosmgmite Wailable

First, we must create the new variable

"square of work experience." To do so, el Vaneble: |
go to TRANSFORM/COMPUTE. Enter — :
the label sq work in to the box “ Target e |
variable” and the formulafor it in the box P o cle | 20808 pureiens [ =]
“Numeric Expression.” See section 2.2 fav_ic 5]
g g Tawe,_reeey _Iﬂlll i) 5| & EES e El
for more on computing variables. ender I T (T T T e
et . FTETET R g;;_-ulﬁ'_:'&';f;-.
: '_ =l =d ol Cosse | |oF BeRkOL LT g =
I-\.IJ.1- _|= |
[ ok | Pase | Bewt | concel | Hew |
Now we must go back and run a i Linear Regression EE
regression that includes this new variable. O Dependsnt:
> Fagr;‘ " Iw;ge |
Goto fam_mem —
gender Prewinus oclk 1 o HNex Beset
STATISTICS/'REGRESSION/LINEAR. old_wage _Frevious | Block 1of1 | Hest | ﬁ
Move the variable you created (sq_work) s i el —IH —
into the box of independent variables. [r=s]
Repeat all other steps from section 7.1.
ep ep Method: IEnter 'I
CIle on “ OK.” LCaze Labels:
WS B I Statistics. .. I Flots. .. I Save... I Options... I
We cannot compare the results of ab
this model with those of the mis- Model Summary *
specified model (see sections 7.1 and .
7.2) because the |atter was biased. Er?or'of
Variables R Adjusted the
Although the addltl on Of the new M odel Entered Removed Square R Square Estimate
. . i SQ_WORK,
variable may not increase adjusted EDUCATION,
R-square, and may even lower it, this ! CoROER : 503 501 51709
model is superior to the onein earlier WORK_EX_ ¢
sections (71 and 81) a Dependent Variable: WAGE
b. Method: Enter
C. Independent Variables: (Constant), SQ_WORK, EDUCATION,
GENDER, PUB_SEC, WORK_EX
d. All requested variables entered.
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The coefficient on sg_work is negative and significant, suggesting that the increase in wages resulting
from an increase in work_ex decreases as work_ex increases.

Coefficients
Unstandar dized 95% Confidence
Coefficients Interval for B

L ower Upper

M odel B Std. Error t Sig. Bound Bound
(Constant) .220 278 791 429 -.326 .766
EDUCATION 749 .025 30.555 .000 701 797
1 GENDER -1.881 291 -6.451 .000 -2.452 -1.309
PUB_SEC 2.078 .289 7.188 .000 1511 2.645
WORK_EX 422 .037 11.321 .000 .349 495
SQ_WORK -7.1E-03 .001 -6.496 .000 -.009 -.005

a. Dependent Variable: WAGE

The ZPRED-ZRESID still hasa
distinct pattern, indicating the
presence of mis-specification.

We used the square of the variable
work experience to correct for mis-
specification. Thisdid not solve the
problem

Regr ession S andar dized Pr edict ed Val u

Scatter plot

Dependent Variabl e:

ol

4 2

Regr ession Standar dized Residual

o
[eed|

10

What el se may be causing mis-specification? Omitted variable bias may be a cause. Our theory
and intuition tells us that the nature of the wage-setting environment (whether unionized or not)
and area of work (law, administration, engineering, economics, etc.) should be relevant

variables, but we do not have data on them.

Another cause may be the functional form of the model equation. Should any of the variables
(apart from age) enter the model in anon-linear way? To answer this, one must look at:

» Themodels used in previous research on the same topic, possibly with data on the same
region/era, etc.

» Intuition based on one's understanding of the relationship between the variables and the
manner in which each variable behaves

* Inferences from pre-regression analyses such as scatter-plots

19 \We only did agraphical test. For formal testslike the RESET test, see a standard econometrics textbook like
Guijarati. The test will require several steps, just as the White's Test did in section 7.5.
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In our case, al three aspects listed below provide support for using alog transformation of
wages as the dependent variable.

* Previous research on earnings functions has successfully used such atransformation and
thusjustified its use.

* Intuition suggests that the absolute change in wages will be different at different levels of
wages. As such, comparing percentage changesis better than comparing absol ute changes.
Thisis exactly what the use of logs will alow usto do.

» The scatters showed that the relations between wage and education and between wage and
work experience are probably non-linear. Further, the scatters indicate that using a log
dependent variable may be justified. We also saw that wage is not distributed normally but
itslogis. So, in conformity with the classical assumptions, it is better to use the log of
wages.

Arguably, mis-specification is the most debilitating problem an analysis can incur. Asshownin
section 7.3, it can bias all the results. Moreover, unlike measurement errors, the use of an
incorrect functional form isa mistake for which the analyst isto blame.

To run the re-specified model, we first must create the log transformation of wage.

Note: The creation of new variables was shown in section 2.2. We are repeating it here to
reiterate the importance of knowing this procedure.

Go to TRANSFORM/COMPUTE. ! Comnute Variable
Humeric Expression;
Enter the name of the new variable Jinwagd = [
you wish to create. TP e r
?duc'd | <] Flal8] Eunctions:
arm_i
famamem .....j .ifj.?..:.j .....j,....j......j ABS[nurmespr] ;:g
gender 5 | ~= AN testvalue value,...]
pub_sec ""j ""‘j _1_3_2_53} ARSIM[numespr]
sqage CA s o ] AR TANnumesp
wage ol o~ COFMORM[zvalue]
work_ex 2 =10 [ pelete §] | pr sERNOULLIG.0) il
[ Haste i Reszet I Canceli Help I
In the box "Numeric Expression,” ! Compute Variable 7]
you must enter the function for |Ogs_ T arget Wariable: umeric Expression;
Tofind it, scroll in the box vz - 2l
"Functions." TopetiLobel.. | I
] .
edic | || 71819 Funetons:
arm_i
famamem <=l 4]5]&] CDF.NORMAL[qmean stddefl ||
gender - CDF.FARETO[q.threshald.shy
pub_zec ""‘j ""“j""‘“‘i ““"‘i“"‘j“‘"j COF POISSOM[g.mean)
snags sl o 4] | coFTiq.a
wage CDF.UMIFORMIgq.min.max)
work_sx = ] L pelste | CpFwEiBULLG 5b)
] ! Easte i Beset ! Cancel i Help !
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Select the function "LN" and click on
the upward arrow.

Thelog function is displayed in the
box "Numeric Expression."

Click on the variable wage.

8-15
i Compute Yariable HE
Target \fariable: MHumeric Expression:
;Inwage = _"_“_-_j

TypekLabel... i
=] =

Ty | 1> | 7181 8] Functons
anm_i
famarnem | <=]>=] 4]5]6&] 1D EX[hat
gender u | ~= LaG[variable]
pub_zec “‘j ‘“‘“j“‘“j ‘“l‘j‘“g‘jjj LAG[variable noases) 1
zgage ‘__.-:j __&_j_‘_l___j ] ;__j LEMGTH strexpr)
wage = LG10 o
work_ex = =1 0] Delete | ;_Lr-.“'r-.._j !

[k ] Easiei Eeset] Canceli Help ]

1 Compute ¥Yariable

Target Variable:

;Inwagel -

TypekLabel... i
]

educ
farn_id
fam_mem
gender
pub_zec
zgage
wage
work_ex

R

|NDEX[ha_l,Jstack,needle,divisol]__:_;
LG [variable]
LAG[variable ncases)
LEMGTH[ztrexpr]
LG 1 Ofrurmespr

==

(K ! Efes%ai Beset! Eanceli Help !

+ Compute Variable
T arget Variable:
;Inwage =

Typeilabel .. i

age
educ
fam_id
farn_merm
gender
pub_sec

Siaie «

wirk_ex

[ 2]
umernic Expression:
N [—
|-

) <> | 7l 8] 9] Funstions:
.....j‘ifj.?.ij mﬂjjﬂ LG 1 Olrwirnespr

=1 E)s

e | A
=) =10 Coete || TR T
(K 1 jfesé».‘:; Eeset] Canceli Help 1
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8-16

Click on the arrow pointing to the

+ Compute ¥Yariable

ri ght Target Variable: Hurneric Expression;
;Inwage LM [wage] _n}__j
The expression is complete. TopetLabel.. | -
E )
Click on "OK.." edue ) <> ] 7181 8] Eunctons
am_i
Fam_rmemm ] <=l>=] 4]5]6]
gender = =
pub_sec ""j ""‘j“"j _1_3_2_53} LO'WE R[ztrexpr] o
o A sl o 0] | LPaDistienprlengthl
LP&D [zt length.ch
wark_ex _......3 _..j_LJ..i Delete | LTHIh-[islsrt?:S;rTng che _:j
Ik... I !
* ak. I Eastei Eesetl Canceli Help I

Now that the variable Inwage has been created, we must run the re-specified model.

i Linear Regression = i

Goto STATISTICY
LINEAR/REGRESSION. Movethe

. . D dent:
newly created variable Inwage into —I:E:;EEH
the box "Dependent.” N Paste |
farn_men
. . gender Biesat
Select the independent variables. nub_sec Block 1of1 __ Mewt i Bese |
Trrl]ey are_the sam; as be;fore. _Cho;)sie iqaagg: el Cancel ;
other options as snown in section 7.1. wiork, ex Hel
— . p
alE _Hep |
""" = pub |
kethod: iEnter 'i
LCaze Labels:
2
WIS 2 ; Statistics... ; Plotz... ; Save... ; DOptions... ;

In particular, choose to plot the

Linear Regrezsion: Plots EE3

standardized predicted (ZPRED) - _
against the standardized residual DEPENDNT S catter 1 of 1 Net | ' _FEZ*TEE_;
(ZRESID). Thisplot will indicate “ZRESID = | Cancel i
whether the mis-specification :ESESFI{EED S— Help i
problem has been removed. “SRESID ;

- i i ——r

Click on "Continue."

[~ Broduce all partial plots
— Standardized Reszidual Plotz

™ Histogram
™ Mormal probability plat

Click on"OK."

The plot of predicted versus residual shows that the problem of mis-specification is gone!
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Scatterplot
Dependent Variable: LNWAGE

31

19

-1

Rearession Standardized Predicted Value

Regression Standardized Residual

Now the results can be trusted. They have no bias due to any major breakdown of the classical
assumptions.

ANOVA?Z2
Sum of Mean
M odel Squares df Square F Sig.
Regression 732.265 5 146.453 306.336 .000°
1 Residua 960.463 2009 478
Tota 1692.729 2014

a Dependent Variable: LNWAGE

b. Independent Variables: (Constant), Work Experience, EDUCATION, GENDER,
Whether Public Sector Employee, SQAGE

Model Summary 2

: Std. Error
Variables Adjusted of the
Entered R Square R Square Estimate
Work Experience, EDUCATION, GENDER, 433 431 6914

Whether Public Sector Employee, SQAGE
a. Dependent Variable: LNWAGE
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Coefficients @

M odel

Unstandar dized
Coefficients

B

Std. Error

Sig.

95% Confidence
Interval for B

L ower
Bound

Upper
Bound

(Constant)

.938

.035

26.473

.000

.868

1.007

EDUCATION

8.309E-02

.003

25.589

.000

077

.089

GENDER

-.368

.039

-9.478

.000

-.444

-.291

Whether Public
Sector
Employee

.283

.039

7.285

.000

.207

.359

SQAGE

1.445E-04

.000

6.015

.000

.000

.000

Work
Experience

1.197E-02

.002

5.269

.000

.008

.016

a Dependent Variable: LNWAGE

None of the regression results before this (in chapter 7 and sections 8.1-8.2) can be compared to
this, asthey were all biased due to mis-specification. Thisisthe most important issuein

regression analysis. Focusyour attention on diagnosing and correcting for the

breakdownsin the classical assumptions (and not on the R-square).

Ch 8. Section 4

Correcting for ssimultaneity bias: 2SL S

2-stage least squares is used when the residual is correlated with one or more of the independent
variables because of simultaneity bias. Simultaneity bias occurs when one of the independent
variablesis not truly independent and, instead, is afunction of one or more other independent

variables.

Let's assume you want to estimate the model:

wage = function(education, work experience)

But what if the "independent” variable education is actually "dependent” on the variable

gender? Using the equation above would then be incorrect because one of the right-hand-side
variables (education) is not truly independent. If you just ran the equation above, simultaneity
bias would result, severely compromising the reliability of your results.

Instead, using 2SL S, you can run the real model that consists of two equations, one to explain

wage and another to explain education:

wage = function(education, work experience)

education = function(gender)

The above model isrun using 2SLS:

1. In2SLS, SPSSfirst runs aregression of education on al of the independent variabl

(first stage regression), and saves the predicted education.
Education = function(gender, work experience) =» pred(education)

120 1n our example, gender and work experience.

eS120
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2. Then, inthe second stage regression, it will run the regression of interest to us - wage on
work experience and the predicted education from the first regression.

Wage = function(work experience, pred(education))

The output will only report one result:

Wage = function(work experience, education)

Go to STATISTICY
REGRESSION/ 2SLS.

Note the box “Instrumental.” You
do not seethislabel in any other
procedure. Thisbox iswhere you
put the "proxies" for the variables
in the main equation.

Move the variable wage into the box

“Dependent.”

i 2-5tage Least Squares

farm_id
fam_rem
fit_1

fit_ 2

fit_3
gender
old_weage
one

pre_1
pub_sec
res 1

work_ex -

M Include constant in equsa

o =

D ependent:

[

E =planatory:

Inztrumental:

Easte
Beszet
Cancel

Help

ikl B

i 2-5tage Least Squares

e Dependent:
Fy

o2 B

er_3

farn_id E=planatory:

fam_mem

fit_2 -

fit 3

old_wage Instrumental:

one

pre_1

pub_zec -

rez_1 | n

wiark_ex =

¥ Include constant in equation

Eazte
Reszet
Cancel

Help

CIT:
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Move thefirst explanatory variable
(work_ex) into the box “Explanatory.”

As of now, you have the model:
wage = function(work_ex).

Move the same variable into the box
“Instrumental.”

i 2-5tage Least Squares

ag—e Dependent:
e

1
2:::2 E =planatony:
fam_id
fam_mem n
fit_1 -
fit_2
gender
old_wage Instrurnettal:
one
pre_1
pub_sec -
res 1 n

W Include constant in equation

)4
Pazte
Reszet
Cancel

Help

N GE

Optionz

The fact that work_exisitsown
instrument impliesthat it istruly
independent in our model and is not a
cause of the correlation between the
residual and independent variables.

As of now, you still have the same model:

wage = function(work_ex).

Move the variable educ into the box
“Explanatory.”

As of now, you have the model:
wage = function (work_ex, education)

» 2-5tage Least Squares

Dependent:
| wage

E=planatary:

age
educ
ern_1
ern_z2
farn_id
fam_mem
fit_1

fit_2
gender
old_wage
one

pre_1
pub_zec
res_1
work_ex

I

wiork_ex

F o llelele

o
Paszte
Bezet
Carcel

Help

Options
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Educ is presumed to be a function of
gender. Asaresult, we place gender as
the instrument for the variable educ.

Effectively, the model is now run as
“wage as a function of work experience
and education, which itself has been
transformed to correct for the influence of
gender.” By not placing educ in the box
"Instrumental” (but only in

" Explanatory" ), we have implicitly told
SPSSthat it isan endogenous variable.
Consequently, the first-stage regression
will be: educ on all thevariablesin the
area " Instrumental.”

v 2-5tage Least Squares

=]

age— Dependent: Ok |
educ Iwage Past

Pazte |
3:_12 E xplanatary:
f-EII'H_Id wiork_ex ﬂl
i d
fi?:ql_mem FEHE Cancel |
fit_2
gender ﬂl
old_wage Instrumental:
one
]
pub_szec
rez_1
wiork_ex gptiuns..*

¥ Include constant in eguation

Click on the button “Options.”

Request the predicted wage and residuals
by clicking on the boxes to the left of the
labels “Predicted” and “Residuals.”

Click on “Continue.”

Click on “OK.”

If our model is correct, then the results are
startling: once the influence of gender has
been accounted for, education levels and
work experience do not make a significant
contribution to wage determination.

Dependent vari abl e. WAGE

R Square . 0084
Adj usted R Square . 0074
St andard Error 20. 7887

Anal ysi s of Variance:

B E3

2-5tage Least Squares: Options

Save Mew Wariables
W+ Eredicted

Continue

Cancel |

Help I

o2 Esplaratony
Fa_ic otk _ns Besel |
fam_mem E aduc
W1

Cancel
fil_2
aereder Hedp
o prage
e Insn.amantal

pre T wilk e
pls_zai E

=21

WOIE _EK

[+ Inchads corstant n equalion

i

DF Sum of Squar es Mean Square
Regr essi on 2 7210.5 3605. 2
Resi dual s 1965 849218. 1 432. 1
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F = 8. 34220 Signif F= .0002 The model is significant

------------------ Variables in the Equation ------------------

Vari abl e B SE B Bet a T Sig. T

EDUC -2.79 2.161 -2.103 -1.29 . 196
VORK_EX . 093 . 095 . 116 .97 . 329
(Const ant) 24.090 13.91 1.73 . 083

The foll owi ng new vari abl es are being created:

Nane Label
FIT 3 Fit for WAGE from 2SLS, MOD 5 Equation 1

Do not worry if the R-squareistoo "low." The R-square is afunction of the model, the data,
sample size, etc. It is better to have a properly specified model (one conforming to the classical
assumptions) with alow R-sguare compared to an improperly specified model with a high R-
square. Honesty is agood policy - trying to inflate the R-square is a bad practice that an
incredible number of economists have employed (including so-called experts at Universities and
major research institutes).

Ch 8. Section 5 Correcting for other breakdowns

We provide some tips for correcting other breakdowns. Thelist is not exhaustive, nor are the
explanations descriptive. Please refer to your textbook for more information.

Ch 8. Section 5.a. Omitted Variable

Aswe saw in section 7.3, the absence of arelevant variableis harmful for alinear regression.
Thisisadifficult problem to overcome if the data on any omitted "relevant” variable is difficult
to obtain. Our analysis may have some omitted variables such as unionisation, family
background, etc. Using proxy variables may be one way to avoid this problem.

Be careful not to cause this problem inadvertently while correcting for the problems of
colli nearity121 or the inclusion of an irrelevant variable.

Please refer to your textbook for more information.

Ch 8. Section 5.a. Irrelevant Variable

Aswe saw in section 7.3, the presence of an irrelevant variable is not very harmful for alinear
regression. Asaresult, it may be reasonable to do nothing.

The other option would be to remove the "irrelevant” variables, a distressingly common
practice. Be careful - this approach has two problems:

121 \When you use the correction method of dropping "all but one" of the collinear variables from the model.
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» If, by error, one removes a "relevant” variable, then we may be introducing an omitted
variable bias, afar worse breakdown in comparison to the presence of an irrelevant
variable.

* A tendency to remove all variables that have an insignificant T-statistic may result in a
choice to ignore theory and instead use statistics to construct regression models, an
incorrect approach. The aim of regression analysisis to prove/support certain theoretical
and intuitive beliefs. All models should be based upon these beliefs.

The fact that the T isinsignificant isitself aresult. It showsthat that variable does not have a
significant effect. Or, it can be interpreted as "the impact of the variable as measured by the
beta coefficient is not reliable because the estimated probability distribution of this beta has a
standard error that is much too high."

Please refer to your textbook for more information.

Ch 8. Section 5.b. Measurement error in dependent variable
Thisisnot amgjor problem (see section 7.3). It can beignored, or a proxy variable can be used.
For example, it may be better to use accurate GNP compared to mis-measured GDP. However,
this may be alimitation one hasto live with.

Please refer to your textbook for more information.

Ch 8. Section 5.c. Measurement error in independent variable(s)
Thisis aserious problem (see section 7.3) that is often ignored by researchers. One manner of
getting around this problem would be to use Instrumental Variables. These are proxies for the
mis-measured variables and must have two properties:

* high correlation with the mis-measured variable

* low correlation with the residuals

Just replace the independent variable with its proxy.

Please refer to your textbook for more information.

Y our professor may scoff at the simplicity of some of our approaches. In cases of conflict,
always listen to the person who is grading your work.

| To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp
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ch9. MLE: LOGIT AND NON-
LINEAR REGRESSION

Linear regression cannot be used for estimating relationships when:

1. The dependent122

(dichotomous or categorical)
isdiscussed in section 9.1.

variable is not continuous and quantitative. Rather, it is qualitative
123 |n such situations, the Logit model/method isused. This

2. When the functiona form that captures the relation between the variables cannot be
modeled in alinear equation. That is, in intuitive and simple terms, when the regression
"line" isnot astraight line but is, instead, a curve. The use of this method is shownin
section 9.2.

All of these methods use an estimation technique called Maximum Likelihood Estimation
(M LE)124, an advanced algorithm that cal cul ates the coefficients that would maximize the
likelihood of viewing the data distributions as seen in the data set. MLE isamore powerful
method than linear regression. More importantly, it is not subject to the same degree to the
classical assumptions (mentioned ad hauseam in chapters 7 and 8) that must be met for a
reliable Linear Regression.

The output from MLE differs from that of Linear Regression. In addition, since these models
are not based on properties of the residuals, asisthe case with OLS, there are different
goodness-of-fit tests. We will not delve into the details of MLE and related diagnostics. Those
topics are beyond the scope of this book.

Ch 9. Section1 Logit

Logit (also called logistic) estimates models in which the dependent variable is a dichotomous
dummy variable - the variable can take only two values, 1 and 0. These models are typically

122 \When an independent variableis adummy, it can be used in alinear regression without a problem aslong asit is
coded properly (as0 and 1). What is the problem if the dependent variable is adummy? If we run such aregression,
the predicted values will lie within and in the vicinity of the two values of the original dependent variable, namely the
values0 and 1. What isthe best interpretation of the predicted value? Answer: "The probability that the dependent
variable takes on the quality captured by the value 1." In alinear regression, such predicted probabilities may be
estimated at values less than 0 or greater than 1, both nonsensical. Also, for reasons we will not delve into here, the
R-square cannot be used, normality of the residuals is compromised, and a severe case of heteroskedasticity is always
present. For al these reasons, the linear regression should not be used. A stronger and simpler argument is that
imposing alinear regression on what is anon-linear model (as will become apparent with the Logit example later)
constitutes serious mis-specification (incorrect functional form).

123 Dummy and categorical variables are also called "Qualitative" variables because the values of the variable
describe aquality and not a quantity. For example, the dummy variable gender can take on two values- 0 and 1. The
former if the respondent is male and the latter if the respondent is afemale, both of which are qualities.

124 ¥ ou can estimate a linear model using the procedure "Non-Linear Regression.” This may be useful if you want to
show that “the results are robust in the sense that the estimates from Least Squares Estimation (linear regression) and
MLE are the same” or if violations of the classical assumptions are proving particularly difficult to overcome.
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used to predict whether or not some event will occur, such as whether a person will vote “yes’
or “no” on a particular referendum, or whether a person will graduate this year (or not) from
high school, etc.

The other model used for estimating models with dichotomous models is the Probit. The Logit
and Probit techniques are similar and both use Maximum Likelihood Estimation methods. The
Logit is used more frequently becauseit is easier to interpret. That is why we only show the
Logit in this book.

In any case, the Probit procedure in SPSS (STATISTICS/REGRESSION/PROBIT) isfor
analysis with grouped data where the dependent variable is a calculated "proportion of cases"
and not a dichotomy. We will include an example of such a Probit model in the next edition.

Typical Logit or Probit

curvature
N

Y=1 \ i

/

Y=0 X

If you look at a graph of the Logit or Probit (see graph above), you will notice afew striking
features: as the value on the X-axis increases, the value on the Y -axis gradually tends towards 1
but never reachesit. Conversely, asthe value on the X-axis tends towards negative infinity, the
Y -value never drops below zero. The fact that the Y -value remains inside the bounds of 0 and 1
provides the intuitive rational e for using the Logit or Probit. The X-axis represents the
independent variable(s) and the Y represents the probability of the dependent variabl e taking the
value of 1. Because of the nature of the curve, the probability always remains within the range
of 0 and 1, regardless of the values of the independent variables. Thisisarequirement for
estimating the predicted value of a dummy variable because the predicted value is interpreted as
aprobability. A probability must lie between 0 and 1.

Pub_sec is a dichotomous dummy variable, coded as O if the respondent is an employee of the
private sector and 1 if the respondent is an employee of the public sector. Let's assume you
want to estimate the impact of gender and education on the probability of working in the public
sector (relative to working in the private sector). Y ou can perform this estimation by running a
Logit in which the dependent variable is Pub_sec and the independent variables are gender and
education.
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Go to STATISTICS/REGRESSION/ (LR Sk e
LOGIS-I-IC I__:,':'l_hl E IJ-'."-"."’:"!‘JZ"'_"
ing di i osrde T
The following dialog box will open. ':J.'.. 3 _ = e
prees - | . I PP
J.Lis
| Pl eiiamaz |' Ty :I
I Captepimeal I Eawn I D |
- el e 1 " |

i Logistic Heqgression

Pub_sec is the dependent variable.

s " 125,

Move it into the box "Dependent. p oK
e ] x| |
fam_mem
EE;E‘I:[ Brevinus | Block 1 of 1 Hext | Beset |

k.
o Coveariates: Cancel |
q I Help |
>§"b:|
1
Method: IEnter LI
Select »> I Categaorical... | Save. .. | Optionz.... |
Select gender and educ as your i Logistic Regression

!ndepengent varlablt?s by moving them P E— Dependent: oK
into the “ Covariates’ window. educ [oubsec —I
fam_id = Paste |
Click on the button “ Sav onder | |
ick on the button “ Save.” gender - Bleset
Erewious Block 1 of 1 Hewxt O
wage L M
wiork_ex - Bemel |
LCovariates:
q I Help |
St
Method: IEnter LI
Select »> I Categaorical... | Save. .. | Optionz.... |

125 The dependent variable can take only two values, 0 or 1. If you have any other values, then SPSSwill generate an
error. If that happens, go back to the data editor and remove the other values by using the appropriate procedure(s)
from:

« DATA/DEFINE VARIABLE/MISSING (see section 1.2)
«  TRANSFORM/RECODE/INTO SAME VARIABLES (see section 2.1)
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Choose to save “ PrObabi”tlizeg and Logistic Regression: Save Mew Yariables |
“Unstandardized residuals ="."
Hesiduals
The probability variable contains “the lobabilties matiitandardized '
predicted probabilit;g that the dependent I™ Group membership I Logi ﬂl
: 127 .
variable equals one™". — ™ Studentized Help |
[™ Standardized
I_' 1
Click on “Continue.” i oot I Deyiance
[ Leverage values B
Note: "Influence" statistics are beyond [~ DfBetals)
the scope of this book.

You must customize the output you [T |
obtain. To do that, click on “Options.” CE—
achac
Fam_nd
fam_memi
Qe
ol e
e
Mathod I'-rl|-1 ﬂ
|  Cotegoicd | Save. | Dpiions.. <fm—
Seflection Varisble
(T e
It is useful to obtain a confidence Legistic Regrezion: Oplivns
interval for each of the coefficient Sietisics ond Ploiz -

. S Confirus
estimates. To do this, click on the box  Elsrsbcation plots I Coplions of satinains | il
to the | eft of the label “Cl for exp(B).” I Casesive loting of residusls T Jiewalion Histcay _Cancel |

B 2 e |

Choose "At last step” in the area -
"Display." By doing so, you are telling

SPSS to give only the solution that i gach sinp P = i jont e

emerges after the "final" iteration or run o

of the algorithm. el i hesstons: [0
Eptye | £5 Aemagat [10 I lichade conglart in model

126 The option "Logit" in residuals gives the residuals on a scale defined by the logistic distribution. Mathematically,
the "Logit" values will be = (residual)/(p*(1-p)) where p is the (predicted) probability.

127 In our example, the probability that the respondent worksin the public sector

Www.vgupta.com




Chapter 9: Non-Linear estimation (including Logit) 9-5

On the bottom of the dialog box, you Legistic Hegression: Options
can choose the praobability level and R —
number of iterations SPSS should use I+ [Liassibcston piobs M Copelstions of stimalss
when it runs the model*?2. It is usually T Cammpree fufing of resicusls I Devstion bistory _tancal |
best to leave the probability level e B e |
unchanged. k
F OimsplBl 55 2 %
, , Desplay
Click on “Continue.” A mach slen A Lt plen
Frobabdty bor Steprase TRr———
Egry [05 Remogat [10° 7 Inchuts enngised in moded
In newer versions of SPSS, some Logistic Aegresswn: Dipbons E
additional features will be shown in the »
et e Staistics and Ploty e
Options' dialog box. We suggest you [ Classiiation plots [ Cogelations of ssimains

(it s hesten e Lancal |
01 how eEplB | |-:|-'. - Hels, |

choose the "H-L goodness-of-fit" test (it
can be interpreted in the same way as a
F test for linear regression).

Y ou may want to change the valuein Dieplay

the box "Classification cutoff." Theuse —  #sschse & et vep

of the val ue .5 implies that: "If_ the \{al ue Probabely lof Sieprese
of the predicted dependent variable is Epe |05 Femayst [0 .

less than (greater than) .5 then classify it Hegurn begtions. |1
asaprediction of 0 (1)." Unlessyou W Irechude conglant in modss

have solid rationale for changing the
cutoff value, leaveit at .5.

Click on"OK." i Logistic Regression

. Dependent:
Note: The newer SPSS versions a so 233; [oubsec il
alow you to restrict the analysisto a famid Baste |
Sub-set of the data using the option gender et ||k o Mext Reset |
"Selection Variable." We advise you to otk % [ P _ [ Conce |
use the SELECT CASE procedure (see Ec'd"a”a‘“:
section 1.7) to restrict analysis as this L] e Help_|
feature allows for great flexibility in >g"b:|
restricting the analysis.

Method: IEnter LI
Select »> I Categaorical... | Save. .. | Optionz.... |

The MLE agorithm can be crudely described as "Maximizing the log of the likelihood that
what is observed in the datawill occur." The endogenous or choice variables for these
algorithms are the coefficient estimates. The likelihood function is the joint probability of the
distribution of the data as captured by alogistic function (for the joint distribution). For those
who are curious as to why the "log" is used in MLE, we offer this explanation: When you take

128 | you run a Logit and the output informs you that the mode! did not converge or a solution could not be found,

then come back to this dialog box and increase the number of iterations specified in the box “Maximum lterations.”
MLE runs an agorithm repetitively until the improvement in the result is less than the "Convergence Criterion,"
which in this case equals .01, or until the maximum number of iterations (20) is reached.
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the logs of ajoint distribution (which, in essence, isthe multiplication of the distribution of each
observation), the algorithm is converted into an additive function. It is much simpler to work
with a function with 20,000 additive components (if your sample size is 20,000) than to work
with 20,000 multiplicative components.

SOPE NG R EEIE Thistells you that a solution was found. 1f not, then go back to

PUB_SEC the options box and increase the number of iterations.

Dependent Vari abl e.

-2 Log Likelihood 2632.5502 [after first iteration]

Estimation termnated at iteration nunber 3 because Log Likelihood

decreased by | ess than .01 percent.

-2 Log Likelihood 2137.962 [after last iteration]
Goodness of Fit 2058. 148

chi - squar e df Significance
Model chi -square 494. 588 2 . 0000
| mpr ovenent 494. 588 2

Classification Table for PUB SEC
Pr edi ct ed

0 1 If thisis below .1, then the model was
(bser ved % Corr ect significant, equivalent to the "Sig -F" in
0 1112 180 86. 07% alinear regression.
1 2|94 430 59. 39% This saysthat, if the model wereto
predict the Y-valuesas 0 or 1, the
* Overal | §76.49% model would be correct 76.5% times,
a high number

For 294 cases, the model predicted the value
0, but the actual value (observed value) was 1.
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Vari ables in the Equation

vari abl e B S.E val d*®  df

EDUC . 202 0103 388.21 1 . 3830
GENDER .. 208 . 1366 o 1 . 0110
Const ant -1.888 .0911 429.53 1

Look at the*Sig.” If itisbelow 0.1, then the variableis significant at the 90% level. Inthis
example, education is significant, but gender is not.

Let'sinterpret the coefficient on education. Look in the column"Exp (B).” Thevaueis
1.2249™°. First subtract 1 from this: 1.2249-1 = .2249.

Then multiply the answer by 100:
100* (.2249) = 22.49 %.

Thisimpliesthat for a1 unit increase in education (i.e. - one more year of education), the
odds™" of joining the public sector increase by 22.49%.

The"odds" interpretation may be less intuitive than an interpretation in terms of probability. To
do that, you will have to go back to column "B" and perform some complex calculations. Note
that the slope is not constant, so a one unit change in an independent variable will have a
different impact on the dependent variable, depending on the starting value of the independent
variables.

Note: Consult your textbook and class notes for further information on interpretation.

To compare between models when Maximum Likelihood Estimation is used (asit is throughout
this chapter), the relevant statistic isthe "-2 Log Likelihood." In this example, the number is
2137.962. Consult your textbook for more details on the testing process.

Ch 9. Section 1 Non-linear regression

In linear regressions, each coefficient isa slope (or first derivative) and itsinterpretation is
straightforward. In non-linear estimation, the interpretation of coefficients is more complex
because the slopes are not constant (as was the case in Logit).

The main advantage of non-linear estimation isthat it allows for the use of highly flexible
functional forms.

We first use curve estimation to implement asimple 2 variable, 1 function, non-linear model
(See section 9.2.8). In section 9.2.b., we describe a more flexible method that can be used to
estimate complex multi-variable, multi-function models.

122 The Wald is equivalent to the T-test in Linear regression.

1% Remember that Logit is non-linear. As such, the impact of education on probability will depend upon the level of
education. Anincrease in education from 11 to 12 years may have a different effect on the problem of joining the
public sector than an increase in education from 17 to 18. Do not interpret it in the same manner as alinear

regression.

131 The odds of "yes" = Probability("yes")/Probability("no")
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Y ou may find that this entire section is beyond the scope of what you must know for your
thesis/exam/project.

Ch 9. Section 1.a. Curve estimation

Curve estimation is a Sub-set of non-linear estimation. The latter (shown in section 9.2.b) isfar
more flexible and powerful. Still, we decided to first show an example of curve estimation so
that you do not get thrown headlong into non-linear estimation.

We estimate the function™? wage = By + LOG B;* (work_ex).

A zero value of the independent variable can disrupt our analysis. To avoid that, go to
DATA/DEFINE VARIABLE and define zero values of the independent variable (work_ex) as
missing values that are not to be included in the analysis (See section 1.2). Y ou are now ready
for curve estimation

Go to STATISTICS'REGRESSION/ | Curve Exbmation _________________________________EiE|

CURVE ESTIMATION. o= i)

= ]
Note: The underlying estimation Hlad 'I'w Fass
method used is Maximum Likelihood s e ¥ Carcel
Estimation (MLE) and it remains the s | |:I — Hew
method used in all sections of this e e I ""___*L“. el i dbhstin
chapter. '.- . I — F PR el

e [EEE

P - e I hadeaie [ Compogrst T Oneey
Curve estimation is useful for quickly [— 'r_ e :: E-m‘ :: f T e
running several bivariate regressions. <y - .
Typically, you use one independent ot AN T e |
variable and several dependent

variables. For each dependent variable
you specify, SPSS will run one curve
estimation.

132 Curve estimation can only estimate 2 variable, 1 function models.
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Click on and place the dependent
variable wage into the box
“Dependent.”

Click on and place the variable
work_ex into the box “Independent.”

Select to include the constant
(intercept).

Click on "Save."

Y ou should save the residuals and the
predicted values (for the dependent
variable). These will be added as new
variables at the end of your data sheet.
Y ou may want to use them in tests,
diagnostics, etc.

Click on "Continue."

A digression: You can also ask for the
lower and upper bounds of the 95%
confidence interval for the predicted
dependent variable for each
observation. SPSSwill produce two
variables - one for the upper bound of
the confidence interval and one for the
lower bound.

Click on "Continue."

+ Curve Eztimation

—age Dependent(z); K |
educ
- S e
fam_mem
gender Independent Beset |
old_wage & Yai
are * Yariable: Caricel |
pre_1
pub_sec Help |
rez_1

B ¥ Include constant in equation

Case Labels:

¥ Flot models
|
todels
W Linear [T Duadigtic [~ Compound [~ Growth

™ Logarithmic [~ Cubic 5
[ Power ™ Logistic

[ pen Gard; I
# Save..

[~ Exponential

[ Irverse

™ Display ANDVA table

f

Ciawe: Eslimation: 5ave

S varinbles
[+ Pradicted valuss

T E stirnadion Penicd b

Al cagng

Cunwe Estimation: Save Ed
Sarwe Varisblas
¥ Pradicied valss W
[¥ Residusk: r

The E stimstion Paricd ix
Al cases
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Select the model “Logarithmic” in the : Curve E stimation [7]=]
area“Models.” Deselect everything ey [rependants} | OF |
else. ;E:Eu: | I:l waage -
F8m_imesin 4-
Note: SPSS provides several functions et Indeperdery Dusst
from which you can choose (other than L Caruel |
Logarithmic). Y our theory, the Help |

opinions of expertsin thefield, and
mathematical modeling should suggest
the appropriate function to use.

F |nclude consiari n ecuation

' Pigk rrodals

Click on OK. ™ Compourd [ Growsh
5 [T Esgnsriisl

Note: Y ou can click on "Save" and Ll ——

choose to save the predicted values as a

new variable. I~ Dirplag AHDVA babin Sgve. |

As presented in the shaded text below, the model is significant at 95% (as Sig. F < .05), the
intercept equals 5.41 (bo = 5.41), and the coefficient is 1.52. The R-square is a psuedo-rsquare,
but can be roughly interpreted as the R-square in Linear Regression. Note that the coefficient
estimate is not the slope. The slope at any point is dependent on the coefficient and the value of
the independent variable at the point at which the slope is being measured.

| ndependent: WORK _EX
Dependent M h(function) R-square F Sig. f b0 b1
WAGE LOG . 066 139.1 . 000 5. 41 1.52

ADVERTISEMENT

WWW.SPSS.0rg
WWW.SPSS. net
www.vgupta.com

or tools and books on data analysis, Excel, desk
op publishing, SPSS, SAS, Word

And more...
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Ch 9. Section 1.b. General non-linear estimation (and
constrained estimation)

Thisis amore flexible method than curve estimation. It places amost no limitation on the
structure of the function. In the same model, you can use logs, exponentials, cubic powers, or
combinations thereof.

In addition, you can place constraints on the possible values coefficients can take. For example,
Bs =215

In Linear regression, the "sum of sguared residuals’ was minimized. The Non Linear
Estimation procedure allows you to minimize other functions (e.g. - deviations in predicted
values) aso.

We estimate the model:

wage = B,*educ + B,*gender + Bs*pub_sec + LN Bs*work_ex

Go to STATISTICS/REGRESSION/
NON-LINEAR. Placethevariable
wage into the box “Dependent.”

i Nonlinear Regression

farn_rerm
gender
old_wage

Click on the button “ Parameters.” o HBdeTE Hpression:

pre_1
pub_zec
res_1

wage
waork_ex -

]

FParamejers. .. :II
' |

=

=l =1 7ls]sl =
il_l ililil Functions:

ﬂh—l —Iﬂil EEJ?H[[?:STiZTLL,VaIue,.
&
|
Loz

I ARSIMhumexpr]
Iy e ARTAM[numex=pr]
(1] _Delete | COFMORM[zvalue]

| [Eamstralats... | Save... I

We define the parameters for the model in ths | e ryemeemmey ey 7 >

dialog box. For initial values, we are using
the coefficients obtained in the initial mis- [Eomtifue |
Cancel |

specified linear regression shown in section
Help |

M arne:

Starting Y alue: I.??

7.2. asafirst approximation.

In the box “Name,” place aname for the
parameter. This corresponds to the coefficient
for the variable education. Enter theinitial
value into the box “ Starting Value.”

T | Use starting walues fiam previous analisis

Click on the button “Add.”
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The starting values for prameter Blare [ ey ey - ]
registered in the box.
eg MHame: I Continue |

Cancel |
Help |

Starting W alue:

[Ehange

HeEmowe

I | lze starting ~alues fram previous aralyss

Do the same for the second to fourth
parameters/coefficients.

Monlnear Hegrezzion: Parameters Honhnear Hegreszsion: Parameters HE

Mame: Continue Mame: || Continue |
Starting % alu |-2 Cancel Starting Wl e |

i

B1[.77) Help E1[.77] Hel
Ehamge [Eharnge
HEmawe Hemowe

I e St oty A S o previaue Sraluss I | [ se stattitig v al s fran | preswim s aralss
Monlinear Regreszion: Parameters | Monlinear Regression: Parameters EHE
Harne: || Confinue Harne: || Cottirw
Starting % alue: I Cancel | Starting ' aluigs Eemee] |
B1[.77] Help | Help
= BEEE Sl 4|
Ehatge B31.77] [Eiarme
HEmaye BEmmaEwe
I | Wze starting valies famprevicus analiss [T Use starting values friom previous analysis

Click on “Continue.”
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Place the cursor inside the
box/area“Model Expression”
and click. Thentypein the
equation using the parameter
names you defined in the box
“Parameters.”

We need to add a functional
form for the parameter
associated with work experience
(B4). Todo so, click on the
scroll bar in the box “Functions’
and find the function “LN.”

9-13

: Nonlinear Regression EHE
educ Paste
fam_id

fam_rem Reset
gender

old_wage Cancel |
one j

pre_1 Help |
mbsee S| f el> ] 7S]

__I il_=| ililil Functions: E

Parameters... | ol | ABS[numexpr] ﬂ
e — —I —_I — llilil AN best value,value,... ] _
B1[.77) _"II ;&I_|| i} |_| LRSI numnespr)

B2-2) — = ARTAM[umespr)

BT 2 2] _Delete || coFNORMIzvalue] =

Loss... | Qonstraint&...l Save.. Optionz... |

: Monlinear Regreszion HE

Parameters... |

Dependent:
educ "age oo
fari_id Model E spression: Al
;aenr:ag;e " Bl*educ +B2gender + B¥pub_sec +| ﬂ Rezet |
old_wage _—
one _
-y J Help |
pub_sec j d ;I LI ﬂ ﬂ ﬂ

. -
Functions: u

LENGTH[strexpr]
LG 1 Ofrumesxpr
(LN [rurmespr]
LOWER [strexpr] ‘
LPAD strewpr length]

| Eanstraints...l Save.. | Optionz... |
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Click on the upward arrow to
place the LN function into the
equation.

Click on B4 (2) inthe area
“Parameters.” Then click on the
arrow to move B4 (2) into the
expression box.

9-14
i Monlinear Regression HE
Dependent: (f |
I—
educ_ Hage Easfe
;am_u:l Madel Expression: -
Ar_Mem ezet
- B1*educ + BZ*gender + B3pub_sec + ﬂ —
gender
old_wage LN Cancel
ohe -
pre_1 |
sec | i[> 208]8]
- | |l sl
‘arameters... . -
il N ] N 2
ﬂ il_ll LI J LM[rumexspr]
el | LOWER[ztrexpr]
J _I.UJ % LPAD [shrexpr.length] j
Lozz... | Conhstraints... | Save... | Dptionz... |
i Monlinear Regression HE
Dependent: ] 4
fam_mem |« |L p
gender J Hage Paste
old_wage Model Expression: —
;P:1 Bl*educ +B2gender + BFpub sec+ & ﬂ
pub_sec LNﬁ Cancel
res T 7 =——
wage J Help
i | I4] <[> sl

Parameters. .

. A
Functions: |

LEMGTH]strespr]
L1 0[rurmexpr

LOWER [strexpr]
LPAD [strewpr length)

|

Save. . | Optiong... |
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Place the variable work_ex into
the equation.

Click on OK.

Addendum

You can ask SPSSto do a
"constrained optimization."

Click on the button "Constraints’
in the main dialog box. The
following dialog box will open.

Click on "Define parameter
constraint" and typein a
constraint as shown.

S S S T

_'_I in] »ul] @] " _Erl i linmar E

T B RERETET S e -
_.I'I Ll_l.l L_l LI T I e il
:l _'LLLI &l LLNATE P e | -

| Loarms I Corghards . [ Savm 1 Opter= E

™ Delma paramslen congrart:
_Careal |
] =l | |
= —
= Flel e
= 2l ElE]
= nElEl
e NS
= ) e e | |
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Click on the "Add" button.

Huomhmeal Hegreszmn: Padamalen Lonzhanlz

You can have several constraints.  Eaanssters ™ Uneonsrsined Cartinue |

- Lele peraner corhen Caresl |
Eil.ﬁ!f.fl u ! Hi-uj Heip |
B&2) =

+| 7ie| 8] |F <-4

-] 415]8

il W N 1

o,

=] 11| peeigf [ 57 | |

The model had a good fit as shown in the output reproduced in the shaded text below.

Run stopped after 9 nodel evaluations and 5 derivative eval uati ons.

Iterations have been stopped because the magnitude of the | argest

correl ati on between the residuals and any derivative colum is at

Impliesthat a solution was found. If it was not found, then go back and increase the number
of iterations by pressing the button "Options."

Non-1i near Regression Summary Statistics Dependent Vari abl e WAGE
Sour ce DF Sum of Squar es Mean Squar e
Regr essi on 4 186720 46680
Resi dual 1964 54677 27. 84
Uncorrected Tot al 1968 241398
(Corrected Total) 1967 106029

R squared = 1 - Residual SS/ Corrected SS =

Asynptotic 95 %

Asynptotic onf i dence | nterval
Par aret er Esti mat e Std. Error Upper
Bl . 8125 . 021 . 8550
B2 -1.564 . 288 -.999
B3 2.252 . 292 2.826

1.294

B4 1.268

013
Note: No T-Statistic is produced. The c@ervals give the range within which we can say (with 95%
confidence) that the coefficient lies. To obtain a"rough" T-estimate, divide the "Asymptotic Std. Error" by the
estimate. If the absolute value of the result is greater than 1.96 (1.64), then the coefficient is significant at the
95% (90%) level.

The estimated mode!:

wage = 0.81* educ — 1.56* gender + 2.25*pub_sec + LN 1.26*work_ex
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The coefficients on the first three variables can be interpreted as they would be in alinear
regression. The coefficient on the last variable cannot be interpreted as aslope. The slope
depends on the value of the estimated coefficient and the value of the variable at that point.

Note: The R-square is a psuedo-square, but can be roughly interpreted in the same way asin
Linear regression.

| To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp
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ch 10. COMPARATIVE
ANALYSIS

“Comparative analysis’ is used to compare the results of any and all statistical and graphical
analysis across sub-groups of the data defined by the categories of dummy or categorical
variable(s). Comparisons always provide insight for social science statistical analysis because
many of the variables that define the units of interest to the analyst (e.g. - gender bias, racial
discrimination, location, and milieu, etc.) are represented by categorical or dummy variables.

For example, you can compare the regression coefficients on age, education, and sector of a
regression of wages for male and female respondents. Y ou can also compare descriptives like
mean wage, median wage, etc. for the same subgroups.

Thisis an extremely powerful procedure for extending all your previous analysis (see chapters
3-9). You can seeit as an additional stage in your project - procedures to be completed after
completing the desired statistical and econometric analysis (discussed in chapters 3-9), but
before writing the final report on the results of the analysi s

In section 10.1, we first show the use of one categorical variable (gender) as the criterion for
comparative analysis. We then show how to conduct comparisons across groups formed by the
interaction of three variables.

138 The note below may help or may confuse you, depending on your level of understanding of statistics, the process
of estimation, and thisbook. Nevertheless, we feel that the note may be of rea use for some of you, so read on.

After you have conducted the procedures in chapters 3-9, you should interpret and link the different results. Look at
the regression results. What interesting or surprising result have they shown? Does that give rise to new questions?
Link these results to those obtained from chapters 3-6. |s a convincing, comprehensive, and logically consistent story
emerging? To test this, seeif you can verbally, without using numbers, describe the results from theinitial statistical
analysis (chapters 3-6), link them to the expected regression results (including the breakdown of classical
assumptions), and then trace them back to theinitial statistics.

After the econometric procedures, you can do severa things:

¢ Manipulate the data so that you can filter in (using SELECT CASE as shown in section 1.7) only those cases
that are required for the analysis inspired by the above insights and queries.

e Create variables from continuous variables. Then use these variables in are-specified regression model, and in
other graphical and statistical procedures.

«  Make more detailed custom tables (chapter 6) and graphs (chapters 3-5) to better understand the data.
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Ch 10. Section 1

We plan to compare the descriptive
statistics (means, medians,

standard deviations, etc.) and run a
regression analysis for the
variables education and wage
across the categories of the
variable gender.

Go to DATA/SPLIT FILE.

Click on the button to the left of
the label “Compare Groups.”

Using Split Fileto compareresults

N 7 oeobon ol cases, g rel Sieshe ouwss
f::“d 7 Coreposns groacs

Fam_rreamm. 1™ Dligaesie Dadped by QITLDS

o

I=esnpps
bl pamage
=]
Fe_1
[T
ezl
=
Ll

LT
WA
waoth,_ms

Comsanid Sistuz Bidbead by CHOUR H o

EH

{

I
&

hr—n & Gort e file by grouping varisbles
™ Fila iz desady oorisd

A
Comend Ststis: Dupanize cutped by gerder

In this chapter, we never use the third option, "Organize output by groups." Y ou should

experiment with it. It issimilar to the second option with one notable difference - the output

produced is arranged differently.

Move the variable gender into the
box “ Groups Based on.” Each
"group" will be defined by the
values of the variable chosen. The
two groups will be "Male" and
"Female."

Click on the button to the left of
“Sort the file by grouping
variables.”

If you do not choose this option,
and the data are not pre-sorted by
gender (see chapter 1 for learning
how to sort), then too many groups
will be confused. For example,
SPSS will start with Males. Each
timeit finds a different entry
("Females"), it will create a new

g 1™ Srwshee ol cases. do ol creste goups

i

Taim_id e E—"E! = s

fasm_rresre i 1] 2

Frrssagys 1Groups Blaed on

e P

pae_1 b

rll'l_'F'

g

et

ok o & Gt e e by groupineg vaiabie: o
- T File i sessdy soned

Cussgrsl =ladis (hpenae cipil bar gerder

Wik
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group. If it finds the entry
("Male") again, it will create a
third group. Sorting avoids such
problems.

Clickon“OK.”

Now, any procedure you conduct will be split in two - one for males and one for females.

For example, assume you want to
compare descriptive statistics for
males and females.

Goto STATISTICY
DESCRIPTIVES and fill in the
dialog box as shown.

Note: the variable gender cannot
be avariable used in the analysis
because we are doing the
comparison by gender categories.

The statistics are shown
separately for males and females.
From this table you can compare
males and females easily. “The
mean wage of malesis 0.2 higher
than that for females, even though
the mean education of malesis
lower by 0.45 years.”

i Descriptives |

farn_rnerm - I
gender
[Fwage
old_wage
are
|
pub_sec

res_1

znage .
work_ex |

[T Save standardized values as variables

Descriptive Statistics

GENDER N Minimum
EDUCATION 613 0
Ve yaﬁi 1504 0
I
(listwise) 1594
EDUCATION 203 0
Comde y&;\gi 3% 2
I
(istwise) 399

Y ou can also compare regression results.

Goto STATISTICY
REGRESSION/ LINEAR and
fill in the dialog box as shown.
(Refer to chapters 7 and 8 for
more on regression analysis).

Note: gender cannot be a
variable used in the analysis
because we are doing the
comparison by gender
categories.

Click on “OK.”

i Linear Hegression E
aqe. Dependent:
educ Ilnwage m
farn_id Easte |
fam_rmem
gender Fievicus | Block 1 af 1 Mewt | Beset |
old_wage
one
pre_1 Independent{z]: ﬂl
pub_sec waork_ex Help |
rez_ 1 educ
zqage pub_zec
wage
vork_ex Method: IEnter 'I

LCaze Labels:

|

WS » I Etatistics...l Flots. .. I Save... I Options. ..
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Thefit of the model is better for females - the adjusted R-square is higher for them. We checked
that the F was significant for all models but we did not reproduce the table herein order to save

space.

Model Summary?

Std.
Variables R | Adjusted Er;ﬁ; °
GENDER Model _ Entered Square | R Square | Estimate
Male 1 &iﬂfﬂ?g%‘éﬁ% ERTP' oyee, Work 304 392 6464
Femae |1 &iﬂ;ﬁ%&%ﬁ gmp' oyee, Work 514 511 7037

a Dependent Variable: LNWAGE

Note: In chapters 7 and 8 we stressed the importance of mis-specification and omitted variable
bias. Isthe fact that we are splitting the data (and thus the regression) into 2 categories leaving us
vulnerable to omitted variable bias? Not really.

Reason: Now the population being sampled is"only males" or "only females," so gender is not a

valid explanatory agent in any regression using these samples as the parent population and

thereby the valid model has changed. Of course, some statisticians may frown at such a
simplistic rationale. Usually such comparative analysisis acceptable and often valued in the

workplace.

All the coefficients are
significant for all the models.
The rate of return to an
additional year of schoolingis
higher for females by 4%
(compare the coefficient values
of .07 [7%] and .11 [11%)] in
column B) while the impact of
work experienceis the same
across gender.

Coefficients

GENDER Model

Sig.

Male 1

(Constant)

33.54

.00

Work
Experience

1151

.00

EDUCATIO

19.44

.00

Whether Publ
Sector
Employee

.04

9.86

.00

Female 1

(Constant)

.06

8.22

.00

Work
Experience

.00

4.85

.00

EDUCATIO

.01

14.76

.00

Whether Publ
Sector

09

1.86

06
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Once the comparative analysis
is completed and you do not
want to do any more in the
current session, goto DATA/
SPLIT FILE and remove the
split by clicking on the button to
the left of “Analyze all cases.”

Clickon“OK.”

Ch 10. Section 1.a.

+ GSplit File

A e
wage
wolk_t i

Example of a detailed compar ative analysis

In the previous two examples, we used only one variable as the basis for comparative analysis.
Y ou can use more than one variable and this will often provide a greater insight into the
differences in attributes of subgroups of the data.

Goto DATA/ SPLIT FILE.
Select “ Compare Groups’ and
move three variables into the box
“Groups Based on.” Use sector,
income group (qcl_2), and
gender.

Click on “OK.”

Run aregression as shown.

The output has twelve groups.
We can compare groups like
“Public sector high-income
females” and “ Public sector low-
income males." The next table
shows these comparative results
for the coefficient estimates and
the T-statistics (significance
tests).

e M fingyro o core. do red cipole g » ok I
ST T A i e

Faarry_ i

et - oo _Ewee |
s rs Hamnd Blasasi I
iy Ercdip Bas o

e Cancal
=]

- Sl Herls
i1

L ol
"::r’_{ o v Bl B gDy s bahie e
i I~ Tha s slsssty ohsd

Cidied Gralus Compagol 2

i Linear Regression EHE3

Dependent:

= L L= =

B — [ o
farm_id Paste I
far_rmem

gfj”de’ Previous | Block 1 of 1 Mext | Besst I
old_wage

g:‘lee 1 Independent(=]: ﬂl
pub_sec waork_ex Help I
qcl 1 educ

qcl 2

res_1

Fage Method: IEnter ‘I

wage

waork_ e

LCaze Labels:
WALS x> Statistics. .. I Flots... I Sawve. .. I Options. .. I
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Coefficient®
Whether Unstandar dized
Public Coefficients
Sector )
GENDER  promiea  QCL 1 B Std. Error t Sig.
. (Congtant) 353 20 17.43 00
Hig Work_Ex 00 01 34 74
Income
EDUCATION 01 o1 65 53
, (Constant) 133 04 3358 00
Private | Low Work_Ex 01 00 243 02
Sector Income =
EDUCATION 01 o1 152 13
B (Congtant) 2.45 07 33.87 00
Mi Work_Ex o1 00 221 03
Income =
Vdle EDUCATION 02 o1 337 00
. (Congtant) 3.16 16 20.17 00
Hig Work_Ex 00 00 92 36
Income =
EDUCATION 02 o1 275 o1
o ] (Constant) 133 10 13.27 00
¢ ow Work_Ex 01 01 257 01
Sector Income
EDUCATION 04 o1 4.03 00
g (Constant) 242 05 46.93 00
In(I:ome Work_Ex 4 915E-03 002 3133 002
EDUCATION [L944E-02 003 6.433 1000
e (Congtant) 2.050 068 | 30.301 1000
Ir:(?ome Work Ex  p.816E-03 004 629 537
EDUCATION p.587E-02 005 4.786 1000
o ] (Constant) 2.931 459 6.392 1000
vate ow Work Ex  [LOO7E-02 009 1073 319
Sector Income
EDUCATION B.557E-03 026 326 754
B (Constant) 704 080 8.820 1000
Mi Work_Ex 01 o1 1.29 20
Income —
EDUCATION 05 o1 354 00
Female
. (Constant) 1.86 12 15.10 00
Hig Work_Ex 01 00 3.0 00
Income —
EDUCATION 04 o1 475 00
" (Constant) 1.88 50 3.74 00
Public Low Work_Ex 02 o1 219 05
Sector Income =
EDUCATION 06 02 230 04
B (Constant) 45 28 157 13
Mi Work_Ex 03 03 118 24
Income —
EDUCATION 05 03 1.90 07

b. Dependent Variable: LNWAGE
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To remove the comparative analysis, go to DATA/SPLIT FILE and choose the option “Anayze
all cases.” Click on the button “OK.”

: Split File |
e
educ
farn_id Pazte |
farn_rmem " Organize output by groups
Ireage Eroups Bazed anm Beset |
old_wage
ane Cancel |
pre_1
qel 2 Help |
res_1
z0age
wage : . .
vk e £ St the file by growping wanables

) Eile iz alieady sorted
Current Status: Compare:gender pub_sec gol_1

Note: Y our boss/professor may never realize the ease and power of using SPLIT FILE. Hereis
your chance to really impress them with "your" efficiency and speed.

To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp
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Ch 11. FORMATTING AND EDITING
OUTPUT

The professional world demands well-presented tables and crisp, accurate charts. Apart from
aesthetic appeal, good formatting has one more important function - it ensures that the output
shows the relevant results clearly, with no superfluous text, data, or markers.

Section 11.1 shows how to format output tables.

Section 11.2 shows how to format charts.

Ch11.Section1  Formatting and editing tables

Ch 11. Section 1.a. Accessing thewindow for formatting / editing
tables

To format tables, you must first enter the formatting/editing window. To do so, go to
WINDOWS/SPSS OUTPUT NAVIGATOR.

1 116112 1 7 67 o 10,640
= 116113 1 480 al 1500
I 110114 1 552 1 14.00
4 110115 1 29.83 o 1175
s 110116 1 1284 o 16.00
-3 110116 5 =000 [} =. O
7 10117 1 12 80 1 13 00
. 110117 3 12 50 1 19.00
e 110118 3 625 o 2 00
10 10122 3 662 o 133

11 110123 3 B.52 o| 34.00 | 7

I | =]

(PRE Peiaieunid i iy

The navigator window shows all the output tables and charts (see next picture).
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TEIT I S R =1

e
FINUN s ENTEE rvwrk =w puibn s syey sy s
A& TITEEFLOT=ITIFREL TRBEEL
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Bellandind oo ey =

Haed, Frima
Waadailers A san el wl il
petied] Farirard Ve m=e—d 1] B Mgeeie | M By Eadl i
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el iy il o i Tk
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- 1 ” 1P e T XS
HPRCE
e
FOOE 2l

n Timpaeraks i Warids W EF
B, rwilmnl Biisi
w (| g e s W s e o a5 |I L1 T, CEEHDER, WoRED [ 3

41 - E
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Using the scroll bar on the extreme right, scroll to the table you want to format or click on the
table's name in the left half of the window. If you see arggl arrow next to the table, then you
have been successful in choosing the table.

g = ]

b =] B Emdd

Waa 0 H bl gy D hicmy bl iy
EDCAETION | w48 OO in 113 610 M 1 i
| = 44 o0 LLE] * an A di ¥

il Sairgees Tesy

Ll P el ¢

ot
Lig Costricems Lewmng s Tagh o
Lipi Cmarvns, Cntagncaric n Egpuinkty o7 arianes . LRt 1)
| Fsdkhinli Srabel i
LIt Eig
L — E filg i of | -imiech |
L * 3 Ty *T0 abal SRS EDH W ATIONR A
pErlEncEs 4018 ITF B.on TEm noo
e
Emuas
ol 10333 aIee ooo
BLEUIDeS

1l | =4i= I
[Cy T —— % [EFES Prooooes = made i HoBE i o

Click on the right mouse button.

Several optionswill open. Select the last one - "SPSS Pivot Table Object.” Within that, choose
the option "open" (see picture on next page).
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E T-Tesk Beladel S ary

Ly woup Soelstics
'4:’ Indlspencer] Samplsn Teri
Rt Lag

BRI
:2 Lo et s
L{) Cgemwvine Demproation
g Rercusls Salirtics

Lhirtd

) Tee

U.T.I. *rpred by “Trecid s

AMOWVA2
| B [ Meas [ | =
i 0 | EX | L
[ ¥ [SPE5 Processor & mady I HAE W B

A new window will open (see picture below). Thiswindow has only one item - the table you
chose. Now you can edit/format this table.

Click on the "maximize" button to fill the screen with thiswindow. Seethe arrowhead at the
top right of the next picture to locate the "maximize" button.
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fig. SPSS Pivot Table in means. gpo - SPS5 Pivot Table

Eile Edit “iewQ Insert Pivot  Format

_| t_al IETlmt:st:wFluma*I | I I? IIUIA@ E—;l% = =

Model Summary®? j
. Std. Exror
Variahles Adjusted | of the
Model Entered | Remwoved E E Square | R Square | Estimate
EDCA
TION
FENDE
1 R . i A9z 4ai Ja242
HAORE_
EX
PUB SEC]
4. Dependent Varidhle: WAGE
b. hfethod: Enter
c. Independent Varigbles: (Constant), EDUCATION, GENDER, WORK_EX,
FUB SEZ
d. &1 requested warisbles entered. LI
Ready FLIRA o

Thiswindow has three menus you did not see in the earlier chapters: INSERT, PIVOT, and
FORMAT. These menus are used for formatting tables.

1. INSERT isused to insert footnotes, text, etc.

2. PIVOT isused to change the layout of the table.

3. FORMAT has several features to format the table and individua cells within thetable. The
formatting features include shading, font type, font size and attributes, and borders.

Ch 11. Section 1.b. Changing the width of columns

Often, the width of a column is not large enough to display the text/datain cellsin the column.
In the table below, the column "Entered"” istoo small - variable names like education do not fit
into oneline.

Model Summary

Std. Error
Variables Adjusted of the
Model Entered Removed R R Square R Square Estimate
EDUCATI
ON,
GENDER,
1 WORK_E 701 492 491 5.2242
X,
PUB SEC

This can be easily corrected. Using the mouse, go to the column dividing line. Now you can
manually change the width of the column by dragging with the left mouse button. The next
table shows the effect of doing this - the column “Entered” has been widened.
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Model Summary

PUB SEC

y Std. Error
Variables Adjusted of the
Model Entered Hemoved R R Square R Square Estimate
EDUCATION,
GENDER,
1 WORK_EX, 701 492 491 5.2242

Ch 11. Section 1.c.

Deleting columns

Y ou may want to delete certain columnsiif they are not necessary for your particular project.
For example, the column "R" may not be needed in atable with output from a regression.

Original table (with the column "R")

Model Summary

Variables

Model Entered

Removed R

R Square

Adjusted
R Square

Std. Error
of the

EDUCATION,
GENDER,
WORK_EX,
PUB SEC

701

492

491

5.2242

Estimate

Inside the Table/Chart Editing Window, click on the cell “R." Then choose EDIT/SELECT.
Select DATA CELLSand LABEL. Pressthe keyboard key “delete.”

Thiswill yield the

table on theright. Model Summary
Note that the
column "R" has Std. Error
been deleted. Variables Adjusted of the
M odéel Entered Removed R Square R Square Estimate
EDUCATION,
GENDER,
1 WORK_EX. 492 491 5.2242
PUB_SEC
Ch 11. Section 1.d. Transposing

Y ou may want to flip the rows and columns, so that the above table looks like:
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Model Summary
Model
1
EDUCA
TION,
GENDE
Entered R,
Variables WORK _
EX,
PUB_SE
C
Removed .
R Square 492
Adjusted R Square 491
Std. Error of the Estimate 5.2242

To do this, choose PIVOT/TURN ROWS INTO COLUMNS. Compare the table above to the
one beforeit. Notice that the rowsin the previous table have become columns in this example
and the columns in the previous table have become rows in this example.

Ch 11. Section 1.e. Finding appropriate width and height

Y ou may want to let SPSS resize the rows and columns so that the labels and datafit exactly.
To do this, choose FORMAT/AUTOFIT. Theresult isshown in the next table. Compare it
with the original (the table above).

Model Summary
Model
1
EDUCATION,
GENDER,
Entered :
Varisbles e WORK_EX,
PUB_SEC
Removed .
R Square 492
Adjusted R Square 491
Std. Error of the Estimate 5.2242

Autofit isaquick method to ensure that the row heights and column widths are adequate to
display the text or datain each individual cell.

Ch 11. Section 1.1. Deleting specific cells

Y ou may want to delete specific entriesin acell. In the example above, the entries “Model” and
“1" are superfluous. To delete them, choose the cell with “Model," then press "delete” on the
keyboard. Then choose the cell with “1," and press "delete” to get:
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Model Summary

GENDER,
Variables Entered WORK_EX,
PUB_SEC
Removed .
R Square 492
Adjusted R Square 491
Std. Error of the Estimate 5.2242

Note: If you make a mistake, go to EDIT/UNDO.

Ch 11. Section 1.g. Editing (the data or text in) specific cells

Y ou may want to edit specific cells. To edit acell, choose the cell by clicking on it with the left
mouse then double click on the left mouse. The result of these mouse movesis, asyou seein
the next picture, that the cell contents are highlighted, implying that you are in edit mode. Y ou
are not restricted to the editing of cells - you can use asimilar method to edit the title, footnotes,
etc.

figz. SPSS Pivot Table in means_spo - SP55 Pivot Table

File Edit “iew |nzert Pivot Format Help

il E_"I IETimes Newﬂumaj |EI j Bl Ilulﬁl El%l%l%l

F Y
Model Summary®P :l
EDUCATION
FENDER,
WORE_EX d
PUR_SECE
B Square 492
&djusted B Sgnare L)
Std. Exvor of the Estimate a2242
a. Dependent Variable: WAGE =
Ready MLIF o

Now, whatever you type in will replace the old text or number in the cell. Type the new text
"Explanatory Variables' on top of the highlighted text “Variables." The table now looks like:
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Model Summary
EDUCATION,
GENDER,
l Explanatory Variables Entered WORK_EX,
PUB_SEC
Removed .
R Square 492
Adjusted R Square 491

Std. Error of the Estimate

5.2242

Ch 11. Section 1.h.

Choose the cells by clicking on
thefirst cell and lightly

Font

Eont:

Changing the font

Font style:

dragging the mouse over the [EEEE Bold Italic
. E .-i'-.lber_tus kA ediun ;l Flegular
OtherS Unt” they are a” ilgtn_ananm_ === | Ealllé:
highlighted. Go to Tl Bold Italic
FORMAT/FONT. Select the m -
font you want. Click on"OK." e =
— Effects — Sample
The next table is the same as :: peden AsBbYyZz
the previous example except Color:
that the cell with the variable - | Seript:
namesis displayed using a (). J/cstemn =]
d|fferent font T N Lied for the dizplay. The closest matching
. =t I_ - I_ - prinking.
Mode Summary
The font has changed.
E‘;:gg'o"‘- —- Advice: Return to sections
Explanatory Variables Entered WORK_E'X. 11.1.b - 11.1.h and observe
PUB_SEC how the table has changed in
S Resmoved . appearance. Try the methods
Adjusted R Squere oL on any SPSS output table you
have.
Std. Error of the Estimate 5.2242

Ch 11. Section 1.i.

I nserting footnotes

Y ou may want to insert afootnote to clarify or qualify a certain statistic or value. For example,
in the above table, you may want to place a footnote reference to the cell “Model Summary."
To do so, you must first choose the cell that has the text "Model Summary.” Then, go to
INSERT/FOOTNOTE. With the footnote highlighted, double click with the left mouse. Typein

the desired text
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> Footnote indicator
(the superscript "a")

EDUCATION,

GENDER,
Explanatory Variables Entered WORK_EX,

PUB_SEC

Removed .

R Square 492
Adjusted R Square 491
Std. Error of the Estimate 5.2242

a. Dependent variable is wage

Ch 11. Section 1.j. Picking from pre-set table for matting styles

To quickly re-set the table style (implying a combination of style features: text orientation, font
type and size, shading, coloring, gridlines, etc.), choose FORMAT/TABLELOOK **,

TableLooks E I

TableLook: Awant-garde

e o g
T ableLook Eiles: |
Cancel I
Help
= Gumnete Fatominne 4|

<tz Digplayed:
<Sypztem Defaults
ACADEMIC
Academic VEA)
Academic 2
Academic 2 [W5EA]
Lo ant-qarde

BO=ED

Boxed WGEA)
Contrast
HaTDoG

Browsze. ..

— Bes=et all cell formatz to the T ablelook

Save Look I Sawve s I Edit Look. .. I

Scroll through the "TableL ooks." A sample of the TableL ook you have highlighted will be
shown in the area” Sample.” Select alook that you prefer. We have chosen thelook “AVANT-
GARDE." Thetablewill be displayed using that style:

134T0 learn how to change the default look, see section 12.1.
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Model Summary @

. Entered EDUCATION, GENDER, WORK_EX, PUB_SEC
Explanatory Variables
Removed .
R Square 492
Adjusted R Square 491
Std. Error of the Estimate 5.2242

a  Dependent variableis wage

Notice how so many of the formatting features have changed with this one procedure. Compare
this table with that in the previous example - the fonts, borders, shading, etc. have changed.

If you want to set a default look for all tables produced by SPSS, go to EDIT/OPTIONS within
the main data windows interface and click on the tab "Pivot Table." You will see the same list
of Tablel ooks as above. Choose those you desire. Click on"Apply" and then on "OK." See
also: chapter 15.

Ch 11. Section 1.k. Changing specific style properties

Y ou can make more specific changes to formatting attributes of the entire table (or chosen cells)
using FORMAT/TABLE PROPERTIES (or FORMAT/CELL PROPERTIES). The attributes
include:

e Shading
« Dataformat

» Alignment

¢ Footnotes
 Borders
e Gridlines

I The next few sub-sections show how to change these features. I
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Ch 11. Section 1.1.

Select those cells whose shading you
wish to change. Click on the first cell
and then lightly move the cursor over
the cells.

Go to FORMAT/CELL PROPERTIES.

Click on the tab “ Shading.”

Click on the down arrow next to the
black rectangle to the right of the label
“Foreground.”

Y ou will have a choice of shadings.

Cm =
e
=
AN E
HNE.

Other... |

Click on the shade and color you
desire.

Changing the shading of cells

(Colt Progetties KK
Vel | Afgrmant | Margine | Shading |«am—

Casteguoiy Eupamia:
H EHH EH
HENH ER
#H EHE « EH
N
(= =) T LY
Srmsy .
T el
e b
e mm 5.;:?’ ;J -+
[iscimalc II. E
= dchust foamst B ol veih
[ o ]| cancal | |  Hee |
Ll Freogpaimz el B
Vel | Akgwneni | Maiges  Shadng |
Yrrual Highliohts Coleax
q 0% =} Eomprunc: AL 1|
0%
(0% Backgiound [ ) -]
| EER
Il 50% 5 ample
W G0%
0%
- RliEs
0 = +
TN
B R =
| "] I Cancal Epply Hela
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Y ou may want to change the patterns. e
To do so, click inthe area“Visual
Highlights” and make a choice.

Ve | igrment | Maigine  Shadig |
Yisual Highlights Calios

Click on “Apply.” _’% Foegound [ ]
2 Backpound [ -

Clickon“OK.” B 30%
B 40%

B 50z

B 60 Sample

Note: Result not shown. B o

B o0 - v
—pe. = 51242

00z
L [ T :I

Ch11. Section1.m.  Changing the dataformat of cells

L et's assume you want to reduce Cell Properties 7]

the number of decimalsin the Vsl <fm—.1 o gins | Shading |
data cells of the table.

LCateqaory: Eoarmat:

To do so, you must first select the
cells. Then, click on the first cell
and lightly move the cursor over
the cells.

Go to FORMAT/CELL
PROPERTIES. Decimals: IE

I+ Adijust farmat for cell width

Click on thetab “Vaue.”

ak. I Cancel Apply I Help I

Www.vgupta.com




Chapter 11: Formatting output 11-13

Reduce the number of decimal Ll Propedties
placesto 2 by clicking on the Vs | tgrement | Margins | Shading |
down arrow next to the label Categosy:
“Decimals.” I

Murrkear | im:imiE ..

[ s f_mis i
Click on “Apply.” - A 151

HE
Click on“OK." Lo
- "“ [
em-‘ |  hep

Note that the numbers are Model Summary 2

displayed with only two decimal

places (Compare to thetablesin

sections 11.1.b to 11-1-j, al of : Entered EDUCATION, GENDER, WORK_EX, PUB_SEC
which had 3 decimal places). Explanaiory Variables Removed

R Square

Adjusted R Square

Std. Error of the Estimate

a Dependent variable is wage
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Ch 11. Section 1.n.
cells

L et's assume you want to center the
numbersin the data cells.

To do so, you must first select the
cells. Then, click on the first cell and
lightly move the cursor over the
cells.

Go to FORMAT/CELL
PROPERTIES.

Click on the tab “Alignment.”

Click on the round button to the | eft
of “Center” in the area“Horizontal
Alignment.”

Click on*Apply.”

Click on “OK.”

Changing the alignment of the text or datain

Cell Properties BE
Yalue *'-"-"Elﬂmer%insl Shadingl

Harizontal &lignment
0+ L eft " Center © Right
& Mized " Decimal
Offzet fram right; I 3: pt.

Wertical Alignmment

 Tap Sample
¥ Center
. L
" Battom 5.22
= r
Ok I Cancel | Apply | Help |
Cell Properties EHE3 |
Walue  Alignment |Margins| Shadingl
Horizontal &l
0 Left
& Mized " Decimal
Offzet fram right; I 3: pt.
Wertical Alignmment
 Tap Sample
¥ Center
. L
" Battom 5.22
= r
Ok I Cancel | Apply | Help
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Now the cellsthat include data are
aligned in the center. Compare these
cells to the corresponding cellsin the
table produced in section 11.1.m.

Model Summary?

Entered | EDUCATION, GENDER, WORK_EX, PUB_SEQ
Removed

Explanatory Variables

R Square

Adjusted R Square

Std. Error of the Estimate

a. Dependent variableis wage

Ch 11. Section 1.0. Formatting footnotes
The table above uses numbersto mark I =)
the footnote reference. Let's assume erwral Frmctrates | Cel Fowars | Brarins |
you want to use alphabets instead of PhaIreE
numbers. T i abet
= [l
To do so, goto FORMAT/TABLE Mk Pt
PROPERTIES. iy

Select the formats for the footnotes.

Click on“Apply.” ' ‘
Click on“OK.” i Corcad | ek | e |

The footnote is referenced as“1” now, Model Summary-
rather than “a’ asit wasin thetable
above
. Entered EDUCATION, GENDER, WORK_EX, PUB_SEC
Note: To change the text in afootnote, | =™ """ Removed
double click on the footnote and follow | | ® Sware 49
the stepsin section 11.1.g. To change Adjusted R Square 49
the font, follow section 11.1.h. To
change the shading, follow section Std. Error of the Estimate 5.22
11.11.
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Ch 11. Section 1.p.

Go to FORMAT/TABLE
PROPERTIES.

Click on the tab “Borders.”

Y ou can see anumber of items on the
left side of the dialog box. These
define the specific components of an
output table.

Select the borders you desire by
clicking on the options in the |eft half
of the dialog box, under thetitle
“Border.”

Click on “OK.”

The requested borders are displayed.

Note: This feature does not always
work.

Changing bordersand gridlines

Ganeral | Fadtrole: | CallForsstz hz

[l racher ey

Herpm Tnpa s e
Ll v e —
Highl rres s
Top wwen hares
b raressr Franne
Lok e harss
Aighl outei ains
Top paled e e
Eatiar cutm s - =1
Dials e bl 2
Dindy wemion - S
Heoaronlsl cetegory boeden roev| | i e ot
Hotiznl Bl deesssion Doided foes]
werbe s cateopay boadsr 1e|
o bo sl crwarron bosdan jrove |

Trtin

e | ||

ey

e
Lk i Wit
Highl rres s
Top wwen hares
Ehi e et FLsine

Trtin

LIBdy EEE T s -
Heoaronlsl cetegory boeden roev| T
Hotiznl Bl deesssion Doided foes]
Wk s categeey boader oae|

S bc sl derwanren bosder roee |

M e -

Caresl Hep |

Model Summary?

EDUCATION, GENDER, WORK_EX, PUB_SEC

) Entered
Explanatory Variables
Removed .
R Square .49
Adjusted R Square 49
5.22

Std. Error of the Estimate

1. Dependent variable is wage
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Ch 11. Section 1.q. Changing the font of specific components

(data, row headers, etc.)

Let's assume you want to change the
font of all the "row headers' in atable

(but not the font of any other item). Tow
The method shown in section 11.1.h [Trsztienfizman, ] [0 ]| 8| 7 [W[0] | Aee [T -
can be used, but it can be tedious. An F—
easier method is shown here. gt
{5 === #i F| ===
Go to FORMAT/TABLE Shacig —
PROPERTIES. Bt [ackipoind : A
O - e B e
Click on the tab “ Cell Formats.” ires Hiasgrs i ] =
Toge |." 3: skt |l5- 3:
[ | caees | | Hee |

Select the component of the table
whose font you wish to change. Asan
example, we have chosen “Row

” l“ pr— p—
LabeIS |'m: * wey Frarman j ||':I j i .'.l|.ﬁ| z
Note: Look at the list of components. W‘:‘ —— - = L;II_:_
Can you understand them? The "Row % 1| | ) o =i|| == Dus
Labels" arethetitlesfor each row. The Shedg

"Column Labels" are the titles for each
column. The"Data" are the cells that

contain the numeric results. The Draies Mg (s poai]
"Caption" isthe table itle. e 3 = 3
Bl |." E. Fagit: |$ 3.
[ o | s | | Hee |

Make the choices. We have made the
choice of font type “Comic Sans M,

size8.” We have also removed the
italics by clicking on the button “1.”
Click on “Apply.”
Click on“OK.” R o L T
5 i v i = Ereng facka - =T
A L2 [ 1 i s
v Mg i ] == i
Top |.“ 3: S |I5- 3:
T EE— fm E ‘
O, aed | otk | Hep |

Garwral | Footrole:  CollForsts #,

Garral | Foctroter  CollForsets | Eordare |

Frasgramd  fackgant

(Ol - ]
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The font style will be changed for all
the row headers, but nothing else
changes.

Once you are satisfied with the
formatting, go to EDIT/COPY TABLE
and open Word (or any other software
you are using) and choose
EDIT/PASTE. To save on storage
space, you may want to choose
EDIT/PASTE SPECIAL/PICTURE.

Model Summary*

Entered

EDUCATION, GENDER, WORK_EX, PUB_SE(Q

Explanatory Variables
Removed

R Square

49

Adjusted R Square

49

Std. Error of the Estimate

522

1. Dependent variable is wage

Ch11.Section2  Formatting and editing charts

Well-presented tables are important, but properly edited and formatted charts are absol utely

essential. There are two reasons for this:

1. Themain purpose of chartsisto depict trends and to enable visual comparisons across
categories/variables. Assuch, it isimperative that the chart shows exactly what you want.
Otherwise, the powerful depictive capability of achart may highlight inessential features or

hide important ones'®.

2. SPSS charts may not have the "proper" formatting more often than tables. Again, this
arises because of the nature of charts— afew extreme values can change the axis scales
dramatically, thereby hiding the visual depiction of trends.

Ch 11. Section 2.a. Accessing thewindow for formatting / editing

charts

To format charts, you must enter the formatting/editing window. To do so, go to
WINDOWS/SPSS OUTPUT NAVIGATOR.

1% Formatting reduces the ever-present possibility of confusion. A common problem is the presence of outliers.

These tend to expand massively the scale of an axis, thereby flattening out any trends.
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Using the scroll bar on the extreme right, scroll to the chart you want to format or click on the
chart's namein the left half of the window. If you see ared arrow next to the chart, then you
have been successful in choosing the chart.

I,

|J|J|||J

I
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= Outputl - SPSS Output Navigator
Fil= Edit “iew Insert Statistics Graphs Utilities  Window Help

[_[=]x]

SRS = | Bk @ & ]

o I O e o S TR

= {E] SPES Output

PSS Log
}_EE Regression

TO 4

L& Residuals Statistics
-{E] charts

) Title a0 o

wihat's This?

Copy
10 4 Baszte After

GENDER

Maan WAGE

Chart Object »

Male

Female

o z a

EDUCATION

23

4] | 3 KN

-

»

|_T_ |SPSS5 Processor is ready

[H: 288 % 360 pt.

To edit/format the chart, click on the right mouse and choose the option "SPSS Chart

Object/Open" or double click on the chart with the left mouse.

A new window called the "Chart Editor" will open. Maximize it by clicking on the maximize

button on the top right corner.

mm Chartl - SPS5 Chart Fditnr

File  Edit Gallery Chart  Serez  Fomat

Help

B k|

| ] % || o] v |

WiEm Ftatistice  Graphs

B 3 4 m ® 44 43 48 4T 48 4 1

|SPS5 Processor is ready [

Notice that there are four new menus. The menus are;

1. GALLERY: thisallowsyou to change the chart type. Y ou can make abar chart into aline,
area, or pie chart. You can change some of the datainto lines and some into bars, etc. So,
if you made a bar chart and feel that aline chart would have been better, you can make the
changeright here. If you have too many variables in the chart, then you might want to mix
the chart types (bar, line, and area). On the next few pages, we illustrate the use of this

menu.
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2. CHART: using this, you can change the broad features that define a chart. Theseinclude
the frames around and in the chart and titles, sub-titles, footnotes, legends, etc.

3. SERIES: thisalows you to remove certain series (variables) from a chart.

4. FORMAT: usingthis, you can format the fonts of text in labels, titles, or footnotes, format
an axis, rescale an axis, swap the X and Y axes, and change the colors, patterns, and
markers on data lines/bars/areas/pie slices, etc.

Ch 11. Section 2.b. Using the mouse to edit text

Click on the text you wish to edit. A box-like image will be shown around the text (look at the
label “GENDER” below). To edit this, double click inside the box and make the desired
changes.

rmm Chart1 - SP5S Chart Editor [_ [&] <]
File Edit “iew Gallery Chart Series  Format  Statistics  Graphs  Help

=P
Pl =l S B P R R PN [N T R PN

Males earm more than females at all education
Bar and line measure mean wage
Source: Gupta (1997)

| GENDER

Female Mean YWage

Male Mean Wage

N B, Ny R, % Y, N %, % Y, R,
Daily Wage

PPP used

|SPSS Processor is ready
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Ch 11. Section 2.c.

Changing a chart from bar typeto area/line

type (or viceversa)

We will use this chart asthe
original chart. It was made using
the GRAPHS/BAR function (see
chapter 5 to learn how to make this
chart).

Mean WAGE

70

60 +

50 9

40 4

30 4

20 =

10 1

GENDER

..

I:lFemale
[¢} 2 4 6 9 11 13 15 17 19 21 23
EDUCATION

Y ou can use the GALLERY menu to convert the above chart into a different type of chart.

Goto GALLERY/AREA™®,

Select " Stacked" and click on
“Replace.”

The original bar chart is replaced
with the following area chart.

No other formatting feature (title,
fonts, axis, etc.) has changed.

Area Charts E

4 Simple

Cancel |
Help I

Note: Different manners of
indicating values (bar, line, area,
pie, etc.) may be appropriate given
the purpose of the graph. Line
graphs are usually good when
trends must be compared. Bar
graphs are good when the X-axis
has only afew categories. Area
graphs are used mostly for
depicting aggregate functions.

Mean WAGE

80

60 =

40 o

20 1

GENDER
I:I Female
- Male

3

(o} 2 4 6 9 11 13 15 17 19 21 2

EDUCATION

1% 1f you chose GALLERY/LINE, aline graph would be the result of the conversion from a bar graph.
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Ch 11. Section 2.d.

Making a mixed bar/line/area chart

A very powerful use of GALLERY isto make akind of chart that cannot be made using the
regular SPSS GRAPH menu options (in all SPSS versionstill 8.0). Thisisthe"Mixed" chart,
so named because it mixes different chart styles on one plot. Using such achart, different series
can be depicted using different types of charting tools. For an example, see the graph on the

next page.

Go to GALLERY/MIXED
CHARTS.

Click on "Replace."

The following dialog box opens.

Areal allows you to choose which

series to omit/display.

In area 2 you can select the style
used to depict a series chosen for
display in area 1.

In area 3 you can choose to omit a
range of values from the X (or
category) axis™".

L et's assume you want to use bars
to display the series Male Mean

Wage (or any other series already
used in the chart you are editing).

To do so, click on the series Male
Mean Wage in the box "Display."
Then go to the area “ Series
Displayed As’ and choose the
option “Bar." Now, Male Mean

Wage will be displayed using bars.

187 This feature is rarely used.

Mixed Charts

Replace

Bar/LinefArea Dizplayed Data

Sernies

Legend Title: GEMDER

Display:

Senes Displaye

~

Bar/Line/Area Dizplayed Data

Cancel

il

Help

K|

—Senes

Legend Title:
Ornit:

GEMNDER

Male Mean wWaGE:E B

— Series Dizplayed as

y (O ﬁar ' Line O frea
- Categornies
Category Axiz; EDUCATIOMN
Ornit: Dizplay:
i} “
1
2 -

0

Cancel

il

Help
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Assume you want to use alineto Bar/LinefArea Dizplayed Data [%]
display the series Female Mean = B
Wage. Click on the series name Legend Title:  GEMDER A

Ornit:

Cancel ;
Help ;

Female Mean Wage in the area
“Display." Select the option
“Line” from the optionsin “ Series

: " — Sernies Dizplayed as
Displayed As. : pELIEE 2R
piay | i Bar i ine i Area

Clickon“OK." — Categaries —— |
Cateqgory Axiz: EDUCATION
Clrinit: Drizplay:

The chart has been transformed.
Now, the mean wage of femalesis
displayed using aline.

70

604

Thistype of chart is called B
"Mixed" because, asis plainly 50
shown in the plot on theright, it
mixes different styles of displaying M
series - bars, lines, etc. 401

Note: In this chart, one can 301 M
compare the mean wage across _ an
gender more easily than in a bar 20 H
chart because the line cuts through

the bars. In apure bar chart, the
indicators for males and females
would be adjacent to each other,
making visual comparison more

difficult. °© 2z
EDUCATION

10 - GENDER

I
Female

0 |_| IT I:l Male

11 13 15 17 19 21 23

Mean WAGE

[e)]
©

Ch 11. Section 2.e. Convertinginto a pie chart

The datafor only one series can be Pie Charts

converted to a pie chart'®,

Goto GALLERY/PIE.
Select the option "Simple" or

"Exploded” (the differenceis purely
cosmetic).

Click on *Replace.”

138 The other series must therefore be hidden.
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SPSSwill place dl the seriesintothe [ LEES [ 7]
box “Omit." Then you can choose the ,
one series that you want to display by Display: | oK

moving it into the box “Display" (a
pie chart can display only one series).

[ b |[Male Mean wWAGE Cancel |

Click on“OK."
- Slices
Ornit: Dizplay:
I:I F Y
E 1 :I
2
3 =

Each dlice represents the mean wage for males with a specific level of educational attainment.
For example, the slice “6” shows the mean wage for males who had an educational attainment
of six years (primary schooling).

(0]
1
2
3
4
5
23 &
8
9
10
11
22 12
13
14
21 15
16
20
17
19 18

Ch 11. Section 2.1. Using the SERIES menu: Changing the series
that are displayed

To show the use of this menu, we go back to our "Mixed" chart (shown below), which we made
insection 11.2.d.
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70

60 =

40 ]
30 - f—
— i
20 = [ ]
7] ”
0 A GENDER
W Female Mean WAGE
o I:I Male Mean WAGE
0 2 4 6 9 11 13 15 17 19 21 23
EDUCATION
Go to SERIES/DISPLAYED. Bar/Line/Area Displayed Data K 3|
] ] —Senes
Select the series you want to omit. Legend Title: GEMDER

Omit: Cancel

Help

tlil

= Sernies Dizplayed az
i Bar ' Line O Area '

- Categories

Cateqgory Axiz: EDUCATION
Crnit: Dizplay:

Move it into the box “Omit” in the Aarfl inefarea NMienlanad Data ;

area“ Series." — Seres *
Legend Title: GEMDER : | _...I:‘IE..._j
Click on “OK." Lligpia Cancel
. |Female Mean WAGE:Lin »---—---—j

Note: Look at the area
"Categories." Using the two boxes
there ("Omit" and "Display"), you
can choose to omit certain values - Categaries -
of the category axis (the X-axis). Ef_ﬂ‘;ﬁgw BT BRCIETOI il

Herethe X-axisvariableis 0 =
education. If you want to omit 1 ‘:—i
everyone with an education level 2 -
of zero, then move the number O
from the box "Display" to the box
"Omit."

Hel
KN — i _teb |
i~ Sernies Dizplaped as |

: = Bar ' Line O frea '
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Male Mean Wage is no longer

30

displayed.

Note: Until now, we were showing
features that used the menu choices
GALLERY and SERIES. At this ]
stage, we advise you to practice
what you have learned in sections
112.a -11.2f.

10 4

Female Mean WAGE

[o]

o 2 4 6 9 11 13 15 17

EDUCATION

19

21

23

Ch 11. Section 2.g. Changing the patterns of bars, areas, and
dlices

Now we are focusing on using the FORMAT menu.

We go back to the chart from section 11.2.d to illustrate this topic.

For the series/point whose pattern | I L= =]
you want to change, click on the

relevant bar(s)/area(s)/slice(s).

Thengoto
FORMAT/PATTERNS. =5

Select the pattern you desire.
Click on“Apply."

The series will be displayed with
the pattern you have just chosen.

See the style of the barsin the
chart below. Of course, this format
may need to be modified slightly in
order to achieve the look that you
desire. Some experimentation in
pattern choiceis essential if you
have a black-and-white printer.
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70
60
50 o
40 4
30 o —
20 o

0 = GENDER
—
WP Female Mean WAGE
o 1 vate mean wace

(0] 2 4 6 9 11 13 15 17 19 21 23

Ch 11. Section 2.h. Changing the color of bars, lines, areas, etc.

For the series/point whose color you =]
want to change, click ona - Color T eerr |
bar/arealline/dlice. il | i
€ Border NN Clese |
Then go to FORMAT/ COLORS. CIHH IO  Beset
] Help
Select from one of the displayed I
colors. N N e

Save az Default I Edit*
If you want some other color, click
on “Edit."

A new didlog box opensup. You | [ENRTI R <]

can choose a color from thiswide Basic colars:

range of options. e |
B

If you want to add some custom B il § |

colorsto this, simply press on

"Define Custom Colors* and pick the : = = :

exact color you wish to use. £

Y B T

Click on “Continue." Custam calbis:
(I .
o

Define Custom Colors = I
* Continue I Cancel I
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Click on“Apply."

Note: The result is not shown here.

Ch 11. Section 2.i.

This option isvalid only for line
charts. Our chart (from section
11.2.g) has one series displayed as a
line. If you choose, you can display
both series as lines by using
GALLERY/ LINE and choosing the
options as shown.

+ Colors K E
Calar |
cpi ) e
[ E;rder -j Cloze
ml [ =
] Help
I
I
Save a=z Default i Edit...

Changing the style and width of lines

Cancel i
Help i

Simple

{ Multiple

Drop-line

70

60 T

50 1

40

30 11

20 11

10 A1

GENDER

—
Female Mean WAGE

Male Mean WAGE

11 13

15 17 19

Now we want to change the style and width of the lines and their markers.

Select the line (series) you want to
format by clicking onit. Inour
example, we chose Male Mean Wage.

Go to FORMAT/LINE STYLES.

i Line Styles
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Select the style and width you desire.

Click on“Apply."

i Line Styles

It is best to change the data

markers at thistime.

Go to FORMAT/ MARKERS, iMakes B3|
M &pply stule J—
~ Style —
Apply Al
IEI o< A Cloze
vV <D +
Help
* = & u IV Apply size
& A T - ;--Size ................. _
» o & ¢ [F I
AT a B | £ Small
: = Medium
S & & I{* Large
Select the style you want. Click on i Markers ==
“Apply” or “Apply All." ¥ &pply stule Sl
— Style
i Spply &)l | < —
Y ou may want to change the size of OO < A ——
the markers. A small size can be v <a oD + e
difficult to see, especially if your lines x = @ [m] T
are thick and the printer does not have * A Y 4 S
high resolution printing capability. » & & @ ||© Iy
& v @ B || O Sl
Theline chart changes - the width of P | © Medium
. k R . | & Large
the line hasincreased and its styleis
now "broken line."
S
10 o GENDER
Female Mean WAGE

11 13 15 17 19

21

23
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Ch 11. Section 2.j. Changing the format of thetext in labels, titles,
or legends
Select the text-bearing label/title/legend | EENEEETT S - =]
by clicking onit. Asan example, we Font: Size:
have clicked on the legend. 22l Black {10 | Appl
Algerian ﬁé g g Close
Go to FORMAT/TEXT. el ]
il Harrows =18 oy e |
Select the font format you want - both ! Text Styles
type and size. Fort: Size:
;Bookman Old Style ;1 2 [ dppin
Click on*OK " Bkt O[3, =] ciese |

Baookrman Old Stule - Help 1
The font for the legend text has changed Scckshel symbol - =1
from "Arial Black, size 10" to "Bookman

old Style, size 12."

70

60 1

50 1

40 9

30 1

20 1

10 o ENDER

I
Female Mean WAGE
(o] Male Mean WAGE

The legend
has been
reformatted.

Ch 11. Section 2.k. Flipping the axes

Y ou may want to switch the horizontal (X) and vertical (Y) axes™.

1% |t you made the chart incorrectly, or if you want to make avertical bar chart.
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To do so, go to FORMAT/SWAP AXIS. The above chart flipsits axis and changes into the
following chart.

o
2
4
Outer Frame [

6
9
11 o
13 o
7 - Inner Frame
17 o
19 =
21 A GENDER
23 = ] ] Female Mean WAGE

- = Male Mean WAGE

0 10 20 30 40 50 60 70
Ch 11. Section 2.1. Border and Frames

Y ou can add or remove two types of frames - "Outer" and "Inner," as shown in the previous
chart. Toremove/add the inner (outer) frame, click on CHART/INNER (OUTER) FRAME.
Compare thisto the chart on the previous page. The inner frame is gone!

11 9

13 A

15 9

17 9

19 o

] GENDER

1 —
Female Mean WAGE

21 9

23 o ]

Male Mean WAGE
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Ch 11. Section 2.m. Titlesand subtitles

To add/edit titles and sub-titles, go to Titles [ 7]
CHART/ TITLES. Tite1: | [ ox ]
Title 2: ; Cancel i
T itle Justification: m
Help i

Subtitle: |

Subtitle Justification: iLeft ';

ian fernales at all education levels
Bar and line meazure mean wage

Enter the text you wish to have
displayed in your title(s) and subtitle. T

. « " Title: 2
CIICk on OK Title Justification:
Subtile:
Note: Ideally, you should include the o e —

titles while making the graph. Most
graph procedures have this option
under the box that opens when you
press the button "Titles."

The next chart has the two title lines and the subtitle line. Compare thisto the previous chart
that contained no titles or subtitles.

Males earn more than females at all education levels

Bar and line measure mean wage
Source: Gupta (1997)

GENDER

I
1 Female Mean WAGE

Male Mean WAGE

Ch 11. Section 2.n. Footnotes

To add/edit footnotes, go to Footnotes
CHART/FOOTNOTES. Fonoia 1] [ox |
Footnote 2: ; Eermeal
Footnote Justification: ; Left - i
Help i

Www.vgupta.com




Chapter 11: Formatting output 11-34

Enter the text you want in your Footnotes
footnote(s).

Cancel

Note: Footnotes are extremely
important. Theinformation you can
place in afootnote includes the data
source, the name of the person who
conducted the analysis, important
caveats/qualifications, etc.

ootnote Justification:

il

Help

If desired, you can change the Footnotes
"Footnote Justification." Here we have
chosen “Right” as the justification®.

Footnote 1: ;Based orn 1390 household survey | Ok

Click on “OK."

Note: Ideally, you should include the
footnotes while making the graph.
Most graph procedures have this option
under the box that opens up when you
press the button "Titles."

The two footnotes are inserted at the bottom. Because we asked for "Right-Justification," the
footnotes are aligned to the right side.

Males earn more than females at all education levels
Bar and line measure mean wage
Source: Gupta (1997)

© o A N O
I TR TR TR 1

11 9
13 9
15 9
17 9

1 ‘ GENDER
1 Female Mean WAGE
23 1 ]

19 9

21 9

Male Mean WAGE

o] 10 20 30 40 50 60 70

Based on 1990 household survey
PPP used

140 justification” is the same as " Alignment.”
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Ch 11. Section 2.0. L egend entries
Go to CHART/ LEGEND. Legend —— HEE|

Y ou will usually want to choose the

Opti on*“ Dlsplay Legend." Legend Title: |GEMDER Eerimel ;
LztifCatan: eft -
- - Hel
Labels: mf».p-‘.j

To change the legend title, click in the

Female Mean \WAGE

box “Legend Title" and type in the new b ale Mean WAGE

title.

— Selected Label

Line 1: ;Female b ean WaAGE
Line 2: ;

We want to change the labels.
Specifically, we want to replace the all-
caps "WAGE" with "Wage."

Legend Title: {GENDER Cemes ;
To do this for F le Mean Wage, Justification: ;Left "; Hel
Labels: ““‘“E“p“‘j

click on the series name.

Female Mean \WAGE

Male Mean WAGE

— Selected Label

Line 1: ;Female b ean WaAGE
Line 2: ;

Change the labdl in the box “ Selected
Label."

Legend Title: |GENDER Carcel ;
Justification: ;Left "; Hel
= i
Labels: i
Femnale kean WwWAGE

Male Mean WAGE
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Click on the button “Change." Legend

v Display legend
Legend Title: [GEMDER; Cancel

Justification: ; Left = ;
Help

el E

Labels:

_Crange 1=

Now you must do the same for the

other series.
v Display legend Ok
Click on “OK." Legend Title: |GENDER Cance |

Justification: i Left ~ i

= Hel

Labels: “"‘“‘E"‘i
Female Mean W age

Male bMean Wage

— Selected Label

m tale Mean ‘»age

The labels of the legend entries have been changed. "WAGE" has been replaced by "wage."

Males earn more than females at all education levels
Bar and line measure mean wage

Source: Gupta (1997)

o 1
P

4 9

6 1

9 1
11 9
13 9

15 9

17 9

19 1 ! GENDER

| I
21 9 1
1 Female Mean Wage
23 1 I
= = = = = = Male Mean Wage
(o] 10 20 30 40 50 60

Based on 1990 household survey
PPP used
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Ch 11. Section 2.p.

Axisformatting

A poorly formatted axis can destroy the depictive power of the chart. A ssimple exampleisthat
of scaling. Outlierstend to dramatically increase the displayed range of a chart, thus hiding
patterns. See the boxplot bel ow-- the quartiles cannot be seen clearly. Please experiment with
different types of charts. We have found that axis formatting is very useful with error bars,

boxplots and histograms.

300

100

¥i6i4

a03
Female

1613
Male

GENDER

Go to CHART/ AXIS.

The dialog box has three important
areas.

Areal alowsyou to enter/edit the
name of the axis.

In Area 2, you choose the range to
be displayed and the gaps between
the labels on an axis (i.e. - should
theaxisshow 0, 1, 2, 3,..., 100 or
should it show O, 5, 10, 15, ..., 100).

Area 3 permits you to choose
whether to display/hide tick marks
and/or gridlines.

In the next few sub-sections, we
show how to format different
aspects of the axis.

Scale Axis

b azirnun
5.80E +01

|70

i
3.04

: ' Displa

i Minar Divisions

|| Data:

- b ajor Divisions L A B
Major  Hinm
Tick Marks

[V Dizplay labels

Visplay denved aus

Denved| S, i Labels...
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Ch 11. Section 2.q. Adding/editing axistitle

Go to CHART/ AXIS. Scale Axis

la

]8

In the box “Axis Title," enter/edit
thetitle of the axis.

i o - Hel
Click on“OK." = |~ Rangs -»——ij

Cancel

Mirirnunm b axirnun N T
& Linear || Data 3.04 5. B0E +01 ——
Maj i
 Log || Displayed: ;EI ;?‘EI B limcs
=k ajor Divizgione ——— 17— inor Divigionz ——— "l_ ‘I:I =
| - nan
Increment: ;'“:l || Incremert: i'“:l Tick Warks

M Ticks I Grd | I Ticks I Grid

[ Bar grigin Iine:ilJ I Digplay defved axiz W Display labels

[Mervedl s, i Labels. ..

Males earn more than females at all education levels
Bar and line measure mean wage
Source: Gupta (1997)

© o A N O
PR TR T T

11 =
13 4
15 =
17
10 4 ‘ GENDER
| |

21 + L ‘ Female Mean Wage
23 = = - - - ! - Male Mean Wage

0] 10 20 30 40 50 60 70

Daily Wage

Based on 1990 household survey

PPP used
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Ch 11. Section 2.r. Changing the scale of the axis

Go to CHART/AXIS,
¥ Dizplay axis line

In the options area “ Range," change the s Title: 5y wage

range as you see fit. We have changed the - Cancel |

Title Justification:

Left/bottom | ™

range from 0-70 to 0-60 by changing the
“Maximum” from 70 to 60.

—ff ~ Range — -
I Fdinirnurn b axirnLin

4 Dats 2.04 . B0E +01
Click on“OK." ' Dizplayed:

Help i

—Major Divigions ——— | Minar Divisions ——— Maor  Hines
Note: Whene\_/er you do t“hls, _make sure Increment: [10 ! Incremnent: |10 Tick Marks
that the entry in the area“Major W Ticks I Grid || I Ticks I Grid

Divisions’ is less than the gap between L L :
the numbers in the boxes "Maximum'® and I Bar origit line: ;L'I I Dizplay derived axiz v Display labels

"Minimum." [erived iz, i Lal_:uels...i

We advise you to experiment with axis formatting. It isthe most important topic in this chapter.
Using the proper scale, increments, and labels for the axisis essential for accurately interpreting

agraph.

Males earn more than females at all education levels
Bar and line measure mean wage
Source: Gupta (1997)
0 -
2 =
4 -
6 -
o =
11 =
13 9
15 =
17 =
19 o ) GE_NDER
21+ ! Female Mean Wage
23 7 - - - - - m Male Mean Wage
0] 10 20 30 40 50
Daily Wage
Based on 1990 household survey
PPP used
The maximum has changed from 70 to 60
Ch 11. Section 2.s. Changing theincrementsin which valuesare

displayed on an axis

Instead of seeing an indicator for every 10" dollar level, you may prefer to see indicators for
every 5" dollar level.
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Go to CHART/AXIS. Scale Axis | 7]
L W Display axis li

In the box “Major Divisions,” " :T_aysm_ls :5 gk
change the number of divisions. HSTHIENID aily wage Cancel 1

Title Justification: ;Left.-"buttcnm ';

) Help 1
Click on “OK. Minimum b axirnum Tl
3.04 5.80E+01 - a a

. Mapw  MWinor

Dizplayed: ;EI ;EEI Gnid |z

.............. \ — Minar Divisions———— “l_ ‘|:| H

] L ina

! Increment: ;1 Tick Warks

{{ T Ticks [ Grid

[ Bar origin Iine:il_'l I Digplay

[enved|de,. i Labels...

derved aziz v Dizplay labels

Males earn morethan females at all education levels

Bar and line measure mean wage

Sour ce: Gupta (1997)

| GENDER

| |
Female Mean Wage
Male Mean Wage

Ch 11. Section 2.t. Gridlines

Gridlines are useful for reading values from complex charts.
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Go to CHART/AXIS.

Select “Grid” inthe area“Major
Division.”

Clickon“OK."

Scale Anis

K E3
oK

Cancel i

Autiz Title: ;Dail_l..l “Wage

Title Justification: iLeft.-"I:thtDm ";

b axirnim
5.E0E+01 |

Hl Binirmum
& Linear || Diatar 3.04

" Log .' Digplayed:

W b ajor Divigionz———— 11~ binor Divisiong———— "l_ jl:l -

| 1 | a_ur nan

[ Lreremert: 15 || Increment: 15 Tick Marks

W% Ticks T Gid || I Ticks W Giid

[ Bar origin Iine:il_'l [T Digplay derived axis W Display labels
bzl | Labels... |

GENDER

Female Mean Wage

Male Mean Wage

Males earn more than females at all education leve
Bar and line measure mean wage
Source: Gupta (1997)
0 | E E E E E E E E E E
2 : : : : : : : : : : :
4 : : : : : : : : : : :
6 : : : : : : : : : : :
9 : . : : : : : : : : : :
2% 5 0 R T A A
13 | | | : : : : : : : : :
15 ; ; : . ' : : : : : : :
17 : : : : |: : : : : : :
of b s b
L [ ..
] T T S B S S |
0O 5 10 15 20 25 30 35 40 45 50 55 60
Daily Wage
Based on 1990 household survey
PPP used
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Ch 11. Section 2.u.

Go to CHART/AXIS.
Click on the button “Labels."

Note: Labels are very helpful to the
readers of your output. The labels can
be used to provide information on the
scales of the variables displayed, the
units of measurement, etc.

A new dialog box opens.

Make any changes you desire. We
have asked for adollar sign (%) to
precede al the labels for the axis.

We have also asked for “Diagonal
Orientation.” Thisisuseful if you
fear that the labels will be too close to
one another.

Click on “Continue.”

Scale Axis

W Display axis line

Formatting the labels displayed on an axis

Az Title: ;DEI"_',' Wiage

Title Justification: ;Left.-"bcuttnm ";

Finirnum b Axirnum
{ 204 5. 80E+01
: ' Dizplayed: ;EI ;ED

Increment: ;5 || locremsnt: ;1

R Ticks [ Gid | I Ticks I Grid
1L

igif line: [Dizplay derived| awis
[ Bar origin like ;L'I T Digplay denived awis

P
Wlinnr
Grid lmwes

-
Majpwr

L1

a Y
M agor Minm
Tick Marks

v Display labels

Labels... ﬁ

K E3

Scale Axis: Labels

raling

T &l
[ 1000z separataor
| E:-:ample ............................ ‘.
' #1234

Scaling Factar: ;1

Orientation:

Help

ALtaratic

Scale Axis: Labels E i

Decimal Places: il:l

Leading Character: ﬁm Eamel

Trailing Character: r
— Help
[T 10005 separator w-»——j
| E:-:ample ............................ "i
$1234

Orientation:

; Diagonal - ;
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Click on“OK.” Scale Axis i
[+ Display axis line W
Once you are satisfied with the Az Title: [Daily wWage S 1
formatting, go to EDIT/COPY Title Justification: [Left/bottom =]
TABLE and open Word (or any other ecale—— Fange _Help |
. Finirnurm A EirnLrn N
software you are using) and choose &+ Linear | | Data: .04 5.20E +01 T
EDIT/PASTE. To save on storage  Log splayed: [2 - Wapr  Hmar
space, you may want to choose ; ; | |
EDIT/PASTE SPECIAL/PICTURE. — M ajor Divigions ———— 'n kinar Divisions ———— ll;ior 4 &
lhzrerment: ;5 | ' Increment: ;1 Tick Harks
W Ticks I Grid | I Ticks [ Grd
I Bar origin line: ;L'I ™ Display derived axiz W Digplay labels
I: Labels...

Source: Gupta (1997)

© o AN O

11
13
15
17
19
21
23

i

Bar and line measure

mean wage

Daily Wage

Based on 1990 household survey

PPP used

Males earn more than females at all education levels

GENDER

Female Mean Wage

Male Mean Wage

To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp
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Ch 12. READING ASCII TEXT DATA

The most frustrating stage of a research project should not be the reading of the data. The
"ASCII Text" format (often called simply "ASCII" or "Text" format) can make this stage
extremely frustrating and time consuming. Though we teach you how to read ASCI| text data
into SPSS, please keep the following issuesin mind:

« If the suppliers of data can provide you with datain asimpler format (for instance, SPSS,
dbase, Excel), then ask them to do so!

« The Windows point-and-click method for reading in ASCII text datais tedious and slow
and can be very painful if you make mistakes or have to re-do the process by adding more
variables. Using programming code is a much better method to achieve the same goal. In
fact, programming is also better for defining variables (see section 1.2) and some other
procedures. However, because this book is for beginners, we avoid going into the
intricacies of programming techniques and code.

* Anexcellent option for quickly converting data from different file formats into SPSS format
is through the use of data conversion software like STATTRANSFER (web site:
www.stattransfer.com) or DBMSCOPY (web site: www.dbmscopy.com).

» SPSS9.0 has an easier procedure for reading ASCII text data. We do not discuss the
procedure because once you learn the procedures shown here, the procedures in SPSS 9.0
will be easy to pick up. If we get feedback on the need to show how to read ASCII text

datain SPSS 9 or 10, we will place the instructions on the web site www.spss.org.

In sections 12.1.aand 12.1.b we explain what ASCII Text datais and the differences that exist
among different ASCII Text dataformats.

Then, in sections 12.2-12.4, we describe in detail the stepsinvolved in reading ASCII text data.

Ch12.Section1  Understanding ASCI | text data

Most large data sets, especially those available to the public via CD-ROM or the Web, arein
ASCII Text format because of the relatively small disk space needed to store and distribute
ASCII Text data and the conformity of ASCII with standardization guidelines across operating
systems, hardware, etc.

Asthe name "Text" suggests, ASCII Text datais data written in the form of text, asin aWord
or WordPerfect file. In contrast to ASCII, data are organized into rows and columns in Excel
and variables and observations in SPSS.

When ASCII data are being entered, the data-entry person types the variables next to each other,
separating data from different variables by a standard character** called a " delimiter,” or by
column positions. We now delve deeper into understanding the two broad types of ASCI| text

1! The standard "delimiters’ are tab, comma, or space.
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formats. These are "fixed field" (also called "fixed column") and "free field" (also called
"delimited").

Ch 12. Section 1.a. Fixed-Field/Fixed-Column

In this format, the data are identified by position. When you obtain such data, you will need a
"code book" that indicates the position each variable occupiesin thefile.

Assume there are three variables - ID, First Name, and Last Name. The case to be entered is
"ID=9812348," "First Name = VIJAY,” and "Last Name = GUPTA." The code book says that
the variable "ID" isto be entered in the position 1 to 9, "first name" in 10 to 14, and "last name"
in15to 21.

When you read the data into SPSS, you must provide the program with information on the
positions of the variables. That is, reading our sample file would involve, at the minimum, the
provision of the following information: “ID=1t09,” “First Name =10to 14,” and “Last Name
=15t021.” Thisisshown in the next text box.

Location 123456789|1011121314|15161718192021

Actual data 00981248 VI JAY|GU PTA

Ch 12. Section 1.b. Delimited/Freefield

In this ASCII text format, spaces, tabs, or commas separate the data. That is, after entering the
datafor one of the variables, the data input person inserts a delimiter to indicate the beginning

of the next variable. The next text box shows this for the three common delimiters: space, tab,
and comma.

Space delimited (.prn): 00981234821 VIJAY GUPTA
Tab delimited: (.dat): 00981234821 VIJAY GUPTA

Comma delimited (.csv): 00981234821, VIJAY ,GUPTA

In SPSS versions 6.x- 7.5, you need not specify the type of delimiter (space, tab, or comma). In
version 8.0, you are given the option of choosing the delimiter. If thisline confuses you, please
re-read sections 12.1.aand 12.1.b.
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Ch12.Section2 Reading data stored in ASCII tab-
delimited format

If the delimitersare tebsin [ - 1]
SPSS versions 6.x to 7.5, : = o [ ===
then opening thefile s o ERE doldEE

142
ey Gdp_capl.dat
Go to FILE/OPEN.
Click on the arrow next to
"Files of type" and choose
the type "Tab-delimited."**
Select the file and press File name: | Gdp_cap1.dat —}QDLI
"Open.” Files of type: [T ab-defimited [+ dat -

Pazte

The datawill beread into the Cancel |
data editor. Goto

FILE/SAVE AS and save the
data as a SPSS file with the
extension (.sav).

Note: The above process may not work.

If you feel that there are problems, then use the procedure shown in section 12.3.

ADVERTISEMENT
COMING SOON...

"WORD FOR PROFESSIONALS®
"EXCEL FOR PROFESSIONAL S®
AT WWW .SPSS.ORG

142 5, request that the data provider supply the datain tab-delimited format.

143 ASCI| file extensions can be misleading. ASCII datafiles typically have the extension ".dat," ".prn," ".csv,"
".asc," or ".txt." But the ASCII file may have a different extension. Find out the exact name of thefile and its
extension from the data supplier.
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Ch12.Section3  Reading data stored in ASCI| delimited (or
Freefield) format other than tab-delimited

Goto FILE/READ ASCI | e P ~ ]|
DATA/FREEFIELD. i o |
You first must specify the e
location _and name of thefile Name: | Defined Variables: Flesst |
from which dataisto be L= vee= Cancel |
read. To do so, click on the & Mumeric Helo |
button "Browse." " Shing =
Cizlter| I
Note: The Browse button
acts like the option el L3
FILE/OPEN, aswill become e

clear in the next picture.

EEemmve

il

I Dizplay warning message for undefined data

Select the correct path and Define Freefield ¥ariables: Browse
choose the ASCI| text file Lookin | = =xcel EN=INEINES
you wish to read. :
: GUPTA. wk1 L —
. " N ﬁ Gupta E testl
Click on "Open. GUPTAT. w1
B GUPTAT
ﬁ method2
rezunme
Files aof twper [ Al files [#.%) ;I Cancel |
SPSS now knows the : Define Freefield ¥ariables |

|ocation of the datafile.

File:
H:h. . hewcelGdp_capl.pm

Browsze. . | _I
Now you must enter Easte |
i | i M ame: ||—
information on the variables o [ Defined Wariables: Beset |
you want to read from the ata Type Cancel |
chosen file. & Mumeric
™ Stiing Help |
el EOE

Lol

Eharnge

i

Eemove

M Disgplay warning message for undefined data
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To do so, click in the box ! Define Freefield ¥ariables = [=] |
"Name" and enter the name File: v |
of thefirst variable. H:\.. hexcelh\Gdp capl.pm Browse. I
P EEsie |
Click on the button "Add." S Disfired Y arisbles: Azl |
ata Type —
Cancel |
: " Mumeric
Note: Newer versions of e sting Help |
SPSS may have more —W_dth_ i
options in the dialog box e
—} add |
Ehianae |
M Dizplay warning meszage for undefined data
Information on the first ! Define Freefield ¥ariables

variable is displayed in the

box "Defined Variables.” s

H:h. ewcelGdp capl.prh

You have now told SPSS to Neme: [ [

"Read in the variable fam id,

]

Paste

Reset

Defined W ariables

A | -

to read it as a numeric [ i tsee | [farm_id~ Cancel
variable, and to read it from o Lpione Help
thefile H:\ ...\ excel \ " Sting

Gdp_capl.prn.” /il 8

[Ehange

EEmowe

il

v Dizplay warning message for undefined data

Do the samefor all of the ! Define Freefield Variables
variables.  File:

H:\ sexcelGdp_capl.pm Browze. .. |
Note: The asterisk (*) after a

variable name indicates that M arne: ||

k.

Pazte

Bezet

bl A

it should beread asa CMshe Tope [—:::”?ddxvariab'ES: —
numeric variable. Seethe & Mumeric farm_menm = —
next page for the suffix- ~ Shing waga ™ Help
indicator for string/text - o
variables. it e gender

m‘ WD[E_EH *

[EhratEe |

Figmm-'el

W Display warning message for undefined data
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If avarisble (eg. - state) is | S = =]

of datatype “Text,” then
choose the option "String" in
the area"Data Type" after
typing in the name of the
variable.

Click on "Add."

— File:
H:% . hexcelhGdp_capl.pm

Browze. .. |

D efined Y ariables:

— Drata Type

" Mumeric

% Stiing

Ehange

b

Eemowve

fam_id *
fam_mem *
wage
age
educ *
gender *
pub_zec *
vaark_ex *

W Display warning message for undefined data

(0].4
Pazte
Fezet
Cancel

Help

dHHH

All the variables you want to ! Define Freefield Variables 7]
(rjgadl areeggfi nﬁd ke)]nd — File: oK
isplayed in the box :
"Defined Variables.” H:\. . sewcelsGdp_capl.pm m o
M ame: I
Note the suffix (A8) after the  — [pata Tupe Defined ¥ ariables: I
variable state. The suffix  Numeric ;:m:'rﬁem . _Cancel |
(A8) indicates that stateisa - gtring wage * Help |
string/text variable. = e
width: IB— gender ®

Click on "OK." g

SAd N state (23
The datawill be read into the ghange|
dataeditor. Go to Hemwel
FILE/SAVE AS and save the —
data as a SPSS file with the W Display warning message for undefined data
extension ".sav."

Ch 12. Section 4

Reading data stored in fixed width (or
column) format

If you are obtaining data from alarge data set with alarge number of variables, the data will be
in fixed-width text format. These files may have hundreds of variables, especialy if they are
supplied on a CD-ROM. Y ou usually need only afew and you will have to tell SPSS which
variables to read.

It isyour job to provide a name for each variable, its data type, and the exact |ocation (start
location/column and end location/column) where this variable is stored in the ASCI| text file'*
(See section 12.1.a.).

144 Remember that with the other kind of ASCII text format (freefield or delimited), all you had to enter were variable
names (and, if you choose, the datatype). See section 12.3.
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Go to FILE/READ ASCII
DATA/FIXED.

The following dialog box
opens.

Arealisused to locate the
file with the ASCI| text fixed-
width data.

Area 2 iswhere you enter the
specifications of the variables
you want to read, such astheir
names, locations, and formats.
These specifications should
be provided by the data
supplier in a code book.

You first must tell SPSS the
|ocation of the ASCI|I text
file.

To do so, click on the button
"Browse."

Note: The Browse button acts
like the option FILE/OPEN.
Thiswill become clear in the
next paragraph.

Select the path and file name
of the ASCII text file.

Click on"Open."

C Mimlee Fioel Wasialiles

Fimast I
_Coredl |
Hep |
ErdCC

Dals T ype
123=123, 1 23=1.22

=

Walue dssigned to Blanks be M

|"v||.l'|'|l:’1|; o

.“-_.I._-*,,,

—

[+ Dobsplay wasung ressage lof undelred daka

: Dalene Faed Yanablaz

e Delired Vailablas: ﬂI
Beegid, [ Cancal I
StatCokme | Help
EndCobma |

Dala Tepe

123=121,1.23=1.23

|"Jl..n'|-=1|: a5 is j I : I . I

Walue Assigred bo Blarks for Bumernic Vanshles

7 System missing Cowae [

[+ Dy pumenany Rt [+ iy vassssing rs-sage o undisfivesd dats

Reminder: ASCII file
extensions can be misleading.
Usually ASCII datafiles have
the extension ".dat," ".prn,"
".cov," ".asc," or ".txt." But
the ASCII file may have a
different extension. Find out
the exact name of the file and

its extension from the data

Define Fixed Variables: Browse

Laok, jn: I £ excel j ﬁl Bh =S
5 ] eample GUPTA wi1 E test

B E3CEL B Gupts B, testl

F2. Gdp_capd GUPTATwki

=] Gdp_capl.dat  B]GUPTAT

Gdp_capl.pmn E method2

B GUPTA B, resume

: \_JLI

LI Cancel |

Filz name: Gdp_capl.bat

Filez of tppe: ol files [F.F
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supplier.

Now SPSS knows the file that

contains the data.

The next step isidentifying
the variables, their locations,
and their formats.

Click in the box "Name" and
enter the name for the first
variable fam id. The code
book supplied with the
ASCI| text filewill include
thisinfor mation™®.

Note: The code book should
have the following
information for all the
variables:

* File name, extension, and

location

* Thename of each
variable

* Thedatatype of each
variable

: Dfane Fined Variahles

Pl
H:\FPbpo 51 PvescelGdn_capl ooy

Hame |
Fecod |1_
StatCobmer |
ErdCobwr |

Dol Toppar
123=123.1.23=1.23

| ummnic as i =] I - I ] I
Walue Assigreed ho Blarks b Bumenc Vanables
—

1% Sprtem mizzig ™ Walus
[ Diplay pusian Tatie [ (Dobaplag vimsroneg iistesage: [of undelved dats

il
H:'\FPhpo 51 2euceliGdo_oanl oov

Recgid 1
Stat Cokanee |
Erd Cokme: | E

Diats Type
123123, 1.23=1.23

|"~||.||! TIC A ﬂ I - I - I

Walus Sussigred bo Blarkos Boe B emenc Vanables
Ii

™| Grvim mbtig  Mahe
¥ Display susimany Latis " Dipplay veassung mecrage o undelired dals

Hrcssisn:

el Vaiiaklas

lEfEl |

» Thelocation of each variable. This may be presented as either, (a) "start" and "end" column
or (b) "start" column and length. In the latter case, obtain the end column by using the

formula:

[End column = (start column) + length - 1]

145 The code book may be another file on the CD-ROM that contains the ASCI| text file.
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In the boxes, "Start Column"
and "End Column," enter the
|ocation of the variable

fam_id in the ASCII text file.

Thevariable is ten columns
long, from column 1 to
column 10.

Note: Refer to section 12.1.a
to review the intuitive
meaning of the "start" and
"end" column TERMS.

Click on the arrow next to
"Data Type." Now you must
choose the data type of the
variable fam id.

Note: Thisis not an essential
step unless the variable is of
text data type because the
default datatype is"Numeric
asis."

Select the data type "Numeric
asis." Thisformat works
well with all numeric data

Click on the button "Add."

5 Drmlene Fined Yanables

Fili
H:\Phpo 51 PhescelGdn_ capl ooy

Dol aiiskdas

Hame |Icm_..1

123=123, 1 23=1 23

|"'J|.rr--||- AL ix

L | =il p===
Wil Asaigrend o Blakis b Muiens Vanables

% Ggshem missirg C Wsue |

[ Dbeplai gosmingy 1ol [ D baphdd v i etk e 1o L] ipesd Aok

i Deleie Fised Vaniahles

il
H:\Pbpo 51 PrescelGdn_canl cov

Dimbresd Yanablss:

Heme: fomid
Fecoid |1_
Stat Cobmer 1
ErddCobmn |10

Dot Type
123=123.1.23=1.23
|"~||.||n.1|_' a5k

st | Ciovse | piere]
W
—

Wl
[+ Display vmning message [or undefired dats

Humes: 1 decimal [1)
Mumiese 7 decral |2}
Cicliar [DOLLAR] *

[+ Display gummany tabie

: Define Fined Varishles E
F

HfF‘hpu 51 BewoelEdo_capl csv Hrowase, | —I

Delresd Yansblss: _I

Hame |Iem_|:| B [Fimal
[ — |1_ Carcsl I
StatCobmee  [1 Help |
ErdCobmn 10

Dala Type

123123, 1231 23 l
(% System missig Yoo | [y
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The attributes required to read
the variable fam id are
displayed in the box "Defined
Variables."

Enter the variable name wage
and itslocation in the ASCII
file'®.

Press the button "Data Type"

and choose the type "Numeric
asis."

Click on the button "Add."

: Dsfane Fined Variahl=s

Fil=:
H:'\FPhpo 51 2euceliGdo_canl osv

Hae [

Fecoid ||_

Stat Cobee |

ErdCobmn [
Dol Toppee

123=123,1 23=1 23

| SlLiTeie A o

_ = [EE] crerse | pemoe)
Walua Arsigred G Blarks boe B Viaiables

1% Sprham mizzig ™ Wslus |

[¥ Diimplay pusman tabis [V IDlizplay vemening message [or undefired dets

| Dafoe Fismd Variahle:  _HE
Fibe: E
H:WPhpa 81 PomscethGadn_capl ooy Hrcause, |
Dimbreed "Farinblag:

10 T ud
12- 14 Fam_mem(2]

lilEf

Help
Diala Typs

123123, 1.23=1.23
TP LT bl
|Hl:|||:'ll. .|:|I'. ? . 'l.l'&i" I I I
Humesc 1 decmasl |1 —wevic Vainblns
Mimnisc 2 deciial |2 T |

Fil=: ak.
H:\Phpio 51 2esoelGdn_oap1 o5y Hroauze |
Dl Variabies: 4|_
Hama [ersge K 0 Fam_m Beasl I
1 3 - il

[ — I_I— ", 4 tam_meml ) C i I
Spat Cobann IIr Huly I
Ered o |:.1

Dala Typa

123=123.1.23=1.23 ‘

|'~||.||n:||: as ll A I o I : I

Walua Acsigred 1o Blark bos B unsnic Viiablez

T Gopubam missieg Lo T T |I. I:

W Diizplay pummasny tabis [ Dizplay wsening mazeage Inn undelired dsts

148 \We have skipped the steps for fam_mem. These steps are the same as for the other variables.
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Thefirst three variables have
been defined.

Let us demonstrate how to
use a different data type.

Type the variable's name
(gender) and its location.

Click on the arrow next to
"Data Type."

Fils
(1] 9
H:\Phpo 81 2escelEdn capl ooy 4'
Paita I
Dl Vaiiakla:
Haina I | | 10 Fam_ud Beset I
- 4 )
TN e ] e
Stat Cobmer | Help I
Ervd Cobamn |
Data Type
123=123,1.23=1.23

|-\.J|.,r.-.e||-_ N5 i :I I_I : I I
Wadus S sigresd bo Bllsnkos b B ereno Vansbles

" Gysbemn missirg = Waue [0

¥ Display vamering message [or undelired dsts

[+ Display pusmany tabls

File: m
H:\Pbpo 51 2vewcelGdo_capl ooy Browsiin | F-
Htie I
Dalirss] Vaiisklas
' 10 fam EI
12- 14 Fam_mem(Z]
15- 21 vage ﬂl
Help I
Diats Type
123=123,1.23=1.23
erTrTT———
g | o] R
Walus Assigresd to Blarks b Bureric Vaisbles
T Ggeherm mizsig = Waue [0

¥ Dizplay vasseng meciags lon undalived dals

W Dinplay susman Labie

Note: Do not take lightly the
role of defining the data type.
If you use the incorrect data
type, then several problems
will arise. Y ou will be forced
to re-do the work of reading
in the data, and if you did not
realize that you had made a
mistake in defining the data
type, you may make
horrendous mistakes in your
statistical project. SPSSwill
probably not inform you of
the mistakes.

= Dlenee Fisted Wariahiles

ol | ok I
H:'\Phpo 81 Resceldp_ capl civ Browse... |
o |

e T Fese |
T R T [
Stat Cobmec 22 H:bl
ErdCobmn  [22
Dala Type

123123, 1.23%1.23

Humsst a5 is

¥ Display vameng message o undelined dats
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Select the data type "Numeric
decimal (1)." Sucha
specification is appropriate
for gender becauseitisa
dummy variable and can take
only two single-digit numbers
-0or L.

Click on"Add."

Similarly, define al the other
variables you wish to read.

Press"OK." Thedatawill be
read.

The datawill be read into the
dataeditor. Go to
FILE/SAVE AS and save the
data as a SPSSfile with the
extension ".sav."

i Diefene Fiusd Variahles

- Fibee
H:\Pbpo 51 Hesceldn_capl oo

Mame [eraei
Recoid |1_
Stat Cobmer |22
ErdColmee [
Data Type
15123123123

S T
Fasa I

Diefiresd aniables:
T 1. 00t Hﬂ-atl
]
Help I

Sumeno 1 deomsl (1]

= s | Crenor| Fene

Walue Assigred bo Blark:: bod Munsic Vaniables

™ Wy |

¥ D gl vamireng riscsage o1 undelired dala

Note: Compare the mapping
you have defined above
(within the box "Defined
Variables") with themap in
the code book. If it does not
match, then click on the
incorrect entry in the dialog
box, click on the button
"change," and make the
required changes.

Filex

H:\Phpo 51 2vesoelGdo_capl osv

Hame |

Recgid |1_

Gtat Cobrner |

ErdCobmnc |
Cizts Type

123123, 1.23=1.23

Dialwssd aiiablas
i 100 Farn_ud
12- 14 Fam_=em(Z]

|"~||.||! i 2 discsimnad 2]

- || )

Walus S sigred bo Blarkos b B emenc Vanables

(% Sapbedm mizsireg
¥ Dicplay susimay Labis

—

¥ Dizplay vaaseng mecage o undalired dals

= \alue

| To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp |

www.vgupta.com




Chapter 13: Merging-- Adding Cases and Variables 13-1

Ch 13. MERGING: ADDING CASES &
VARIABLES

Merging two filesisa difficult process and one that is proneto error. These errors can severely
affect your analysis, with an inaccurate merge possibly creating a data set that is radically
different from that which your project requires.

There are two types of merges:

1. Adding more observations - rarely used. Thisisuseful only when data for anew year or
cross-section becomes available on a sample that is being followed over time (panel data).
See section 13.1.

2. Adding new variables- used often. Let's assume you have been working on earnings data
from a Department of Labor survey. The socia security number uniquely identifies each
respondent. Y ou have also obtained an excellent survey by the department of education,
again with the social security number as the identifying variable. This survey has
information on schooling history that would really enhance your earnings survey data. Y ou
can use merging, with the social security number as the key variable, to add the schooling
variables to the data from the earnings survey. See section 13.2. Don't worry if the
example confuses you. Itsrelevance will become apparent as you go through section 13.2.

Ch 13.Section1  Adding new observations

Assume your original data file includes data from a survey of three counties. Now, survey data
from afourth county (Morocco) is available. Y ou want to expand the original file by adding
data from the new survey. However, you do not want to add/change the number of variablesin
the existing datafile. Essentially, you are appending new observations to the existing variables
in the file that does not have data on Morocco.

Goto Add Cases: Read File K E3 |
DATA/MERGE/ADD e
CASES. Loak jr: I =2 Guptav on 'GppptUsersiadiunct’ [J | | |: 55
Iri [ Sasuser o
Sdlect the file with the new Laotus [ Saswark :
datato be added. MetHood [ spsszip zen3
M ewiri L windows zenlag
Click on “ Open.” Recent 3 “Wwpbackup zehlagzp
Sas 3 Wwipfiles willem
1 |
File name: Imu:uru:u:u:u:- I I
Filez of ype: ISF‘SS [*.zav) LI Canicel |

Wwww.vgupta.com




Chapter 13: Merging-- Adding Cases and Variables 13-2

The new dialog box Add Cases from F:Amorocco_zavy

contains information on all Unaied Varinbles mrelbles i W e Wt isle Bl
thevariablesintheoriginal = mated Yananies —_—
educ [7] pub_sec

datafile [marked with the Fam_id [7] wiork_ex

suffix (*)] and the one fam_mem (] ] o

from which you want to gender [
wage [7]

add data[marked with the educatio [+

ffix (+)]. pre_1 [+
su ( )] res_ 1 [+]
s [+]
viage_hr [+] [ Indicate case source as wariable:
= etacle Biste (= (] 4 | Paste | Feset | Cancel | Help |
+] = F:\morocco. zav
Variables that have the Add Cases from F-\morocco_zav K E3
same name in both files _ _ . . . .
are automaticallv matched Qr;palr?;l W ariables: Har::bles ih Mew Warking D ata File:
. ! educ pub_sec
and pl aced in the box fam_id [*] work_ew
“Variablesin New farn_rnemn [7] age
Working Data File.” gender [']
wage [¥]
educatio [+]
Other variable names may pfe_11 [[+]]
rez_1 [+
not correspond. For sem [+]
example, gender in the viage_hr [+] [ Indicate case source as warable:
working datafile (*)

corresponds to sex in the ) _ )
file from which you want ") = Wiorking Data File

(0] | Pazte | Eeaet| Ear‘u:el| Help |
to add data (+). Y ou will [+] = F:vmorocco. sav

haveto tell SPSS that
gender and sex are a pair.

Before doing so, you Add Cazes from F:\morocco.zav

might want to change the
name of the variable sex to
gender.

Unpaired Y anables: Wanables in Mew Working Data File:

pub_zec

work_ex
N

Click on the variable name

SexX.

Click on the button

“Rename.” :_I [+] [ Indicate case source as wariable:
# Rename...
RIS D) k. | Baste | Beset | Carcel | Help |

[+] = F:\morocco.zay

Rename the variable. Rename sex K

Click on "Continue."

MHew Mame:  |gender Cancel
Help
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Now we must make pairs.
Click on gender. Then
press the control key and,
keeping it pressed, click on
Sex.

Click on the button “Pair.”

This moves the pair into
the box on theright side,
"Variablesin New
Working Data File."

Similarly, choose the next
pair, wage and wage hr.
Click on the button “Pair.”
This moves the pair into
the box on theright side
"Variablesin New
Working Data File."

Add Caszes from F-\morocco_zavy

Unpaired “fanables:

wage [7]
educatio [+]
pre_1 [+]
res 1 [+

SEM -

wage

hr [+]

Eemame... |

[*] = wiarking D ata File

K E3
Wariables in Mew “Working D ata File:
pub_szec
wiork_ex
age

[ Indicate case source as warable:
Is-:uuru:e[ﬂ

(1] | Eastel Eesetl I:ar'u:ell Help |

[+] = F:\morocco. sav

Add Cases from F:\morocco.sav

Unpaired % ariables:

educ [¥]
farn_id [*]
farn_rmenn [¥]
wage [*]
educatia [+]
pre_1 [+]
res_1 [+]
wage_hr [+]

HEnmame... |

[*] ="wfarking D ata File

K E
Wariables in Mew Warking Data File:
pub_szec
work_ex

b

[ Indicate caze source as wariable:
Isnurce[l'l

aF. | Eastel ﬂesetl Eancell Help |

[+] = F:\morocco. zaw

Add Caszses from F-Amorocco_say

Unpaired “fanables:

educ [*]
farn_id [¥]
farn_rmem [*

educatio [+]
pre_1 [+]

ez 1 [+
Hemame... |

[*] ="wfarking [ ata File

K E3
Wariables in Mew “Working D ata File:
pub_zec
work_ex
age
—8 |gender

[T Indicate case source as wariable:
Is-:uuru:e[l'l

(1] | Eastel Eeaetl Ear‘u:ell Help |

[+] = F:\morocco. gaw
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Select the next pai r, educ and Add Caszes from F:\morocco_sav |
educatio.

Yariahlez in Mew Working D'ata File:

pub_zec
wiork_ex

n age
gender

@ wage & wage_hr

[ Indicate case source as variable:

Hemane... | Isu:uun:e[ﬂ

[*] =W orking D ata File

Click on the button “Pair.”

Ok, | Paste | Rezet | Cancel | Help |

[+] = F:\morocco. sav

Clickon“OK.” Add Cazes from F:\morocco.say | 7] |
Unpaired “fariables: YWaniables in Mew \Working D'ata File:

DaI'afrom the chosgn fam_id [*] pub_zec

variables (those which are Farm_rmern [*] E wiark_ex

paired and are in the box pre_1 [+] age

"Variablesin the New et gends

Working Data Set™) will be educ & educatio

added from the file

"morrocco.sav" to the , o

working file [ Indicate caze source as varniable:

J . Eemane... | Isu:uun:eEI'I
Theworking filewill haveall — [1="warking Data File -—p | Paste | Beset | cancel| Help |
its original data plus the new [+] = F:\moroceo. sav -~ —

data. It will not contain any
of the unpaired variables.

Ch 13. Section2  Adding new variables (merging)

A more complex and difficult process is the addition of new variables from one data set to
another. Let's assume you have data from a national L abor survey on only eight variables. The
Department of Education informs you that they have information on several other variables
based on a national Education survey. In both surveys, an individua isidentified by hisor her
unique social security number (anational 1D number in the U.S.). Y ou want to include these
new variablesin your data set with an assurance that you are not matching incorrect
observations across the variables. Basically, you want to make sure that the education variables
you add are added to the same respondent's row or case in the Labor survey data

For this you will require a concordance key variable pair to match observations across the files.
In our example, the variable fam id isto be matched with the variable Infp for the merge.
Those were the names given to the social security number by the survey authorities.
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Go to DATA/MERGE/ADD
VARIABLES.

Select the file with the
variables to be added.

Click on “Open.”

The suffix (*) indicates that a
variable is from the origina
datafile, the file to which we
are adding new variables.

The suffix (+) indicates that
the variable is from the data
file from which we are taking
variables.

We must first identify the key
variables. These arethe
variables whose
correspondence dictates the
merge.

Add Yanables: Read File

Loak, ir: I =2 Guptav on 'GppphUsersAdiunct’ [;I I |=-_=f|£|
Iri L1 5 asuser [yl {alulutu}
Lotus A Saswork zenl
MetHood [C3 spzz=ip zend
Mewini L2 windows zenlag
FRecent E3a Wwpbackup T a
Sas [C3wipfiles

: | +]
File narne:

Files of type: SPSS [7.zav]

Add ¥Yariables from F:-\zenlagsp._zav

Mew Wiarking D ata File:

Excluded fariables: ok I
5] [+] ;I Past
7 [+] Paste
3 [+
E 9 [+] Reszet |
Inh [+] Caticel |
Inldry [+]
Inlamra [+] Help |
BEramie:.. Irlarre: [+] =]
[ Match cases on key variables in sorted files K.ey Yariables:
= Both files provide cases
1 Externallfileis keved bakle
(ot [ata Fieiis keved|bakle

[ Indicate casze source az wariable; Isourcel:l'l

[*] ="orking D ata File  [+] = F:hzenlagzp.zav

Because the key variable has
adifferent namein onefile
(Infp) than the other (fam _id),
we must first change the name
of the variable Infp to fam id.
If they have the same name,
then you should skip the
renaming.

Add Yanables from F:\zsenlagsp.sav

Mew wiarking D ata File:

16 [+] -
17 [+] _I
8 [+]
ra [+]
Inhh [+] —I
Inldr [+]
Inlarnra [+]
Inlarnrc [+]
Fename... Inlarmri [+] =]
I~ HMatch cases on key variables in sorted files Key Wariables:

{* Bth files provide cases

| Eztermallfileis keped tatile

O warhing Data Fie s keved bable

I Indicate caze source as variable: Isc\urceﬂ'l

[*] ='working Drata File  [+] = F:\zenlagsp.zav

Ok
Pazte
Bezet

Carncel

el

Help

Move the variable Infp(+) into
the box “Excluded

Variables.” It will eventually
be moved into the box “Key
Variables’ after we perform a
name concordance.
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Add Yanables from F:\zsenlagsp.sav

Excluded W ariables:

Mew wiarking D ata File:

[ |
||

=l

g 16 [+]
i 17 [+]
E:hck on tPe button e
Rename. r3 [+
Inhh [+]
Inldr [+]
Inlarnra [+]
Inlarnrc [+]
Fename. . Inlarmri [+)
™ Match cazes on key variables in sorted files Key Wariables:
{* Bth files provide cases
| Eztermallfileis keped tatile
O warhing Data Fie s keved bable

I Indicate caze source as variable: Isc\urceﬂ'l

[*] ='working Drata File  [+] = F:\zenlagsp.zav

Ok
Pazte
Bezet
Cancel

Help

el

Type in the new name. (7] =]

Cancel I
Help I

Hename Infp

MNew Mame: m

Click on “Continue.”

Click on the box to the left of
“Match cases on key variables

Add Yanables from F:\szenlagsp.zav

Excluded f ariables:

Mew Wiarking Data File:

in sorted files.”

H

farn_id [¥]
farn_rnen [*]
wage [7]
pub_sec [¥]
wiark_ex [¥]
gender [7]
age [*]
educ [¥]
statesr [+)

F.en Y ariables:

-

| |

W atch cases on key variables in sorted files
" Egternal file iz keyed table

" wiorking Data File iz keved table
[~ Indicate caze source az variable; Isourceﬂ'l

[¥] = Working Data File  [+] = F:\zenlagsp.zawv

Easte
Beset

Cancel

life LI

Help
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Click on the variable fam id
and move it into the box “Key
Variables.”

Click on “Both Files Provide
Cases.” Thisimpliesthat
every unique value of the
keyed variable from both the
fileswill be included in the

new file'"’.

Move all the variables you do
not want in your analysis
from the box “New Working
DataFile” into the box
“Excluded Variables.”

Click on “OK.”

A two-way merge will be
performed.

Add Yanables from F:\szenlagsp.zav

Excluded f ariables:

Hemame... |

W Match cazes on key variables in sorted files

{* Bath files provide cases
" Egternal file iz keyed table
" wiorking Data File iz keved table

Mew Wiarking Data File:

farn_rnem [¥]
wage [
pub_zec [¥]
work_ex [7]
gender [¥]
age (7]
educ [¥]

zhater [+]

F.en Y ariables
farn_id
I

-

[~ Indicate caze source az variable; Isourceﬂ'l

[¥] = Working D ata File

[+] = F:hzenlagzp. zav

Paste
Beset
Cancel

Help

elEfefel

Section 13.2.a shows a one-
way merge and section 13.2.b
compares it to a two-way
merge.

Add ¥ariables from F:\senlagsp_sav

Excluded W ariables:

Rename. .. I

[ Match cases on key vanables in sorted files

i+ Hoth files provide cazes
™ Ezternal file is keyed table
™ waorking Data File is keyed table

MNew Warking Data File:

™ Indicate case source as wariable: Isourceﬂ'l

[*] =" orking D ata File

[+] = F:hzenlagzp.sav

K E3
(0] I
work_ews [¥] -
gender [¥) _I Paste |
age 7]
educ [ J Fezet |
pear [+]
diztea [+] Cancel |
1 [+]
12 [+] Help |
13 [+] | |
F.ey Yanables:
farm_id

Ch 13. Section 2.a.

One-way merging

In one-way merging, the casesin the merged file are identical to those in one of the two data

sets being merged. So, if you perform a one-way merge of adata set "A" and the working

file'*, the merged data set will have only cases from the working data set (see the next picture)
or from"A" (see the second picture on the next page).

147 50, if fam_id = 121245 has an observation in the original file only, it will still be included - the observations for
the variables from the other file will be empty in the new merged datafile.

148 The data set currently open and displayed in SPSSis the "working data set.” The file (not opened) from which
you want to add variablesis the "externd file."
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Example 1: Cases based on working file

Click on “External Fileis Add Yariables from F:\senlagsp_sav EE3
keyed table.” Thisimplies . .
t% every unique val UE of the Excluded Yariables: Mew Working Data File: 0k I
keyed variable from the {Sg[j 4] [ | ;“;;E;?H] = e |
working datafile will be res_2 [+] age 7]
i rez_3 [+] educ [*] ﬂl
included, and only those res 4 [+] vear [4]
observations from the external res_5[+] j distea [+) Cancel |
datafilewill beincluded that LBl - i Help |
have an observation in the Rename.. | 3 [+] =l
worki ng file. W Match cazes on key varables in sorted files K.ep W arisbles:

i i fam_id
So, if fam id = 121245 and

has an observation in the
external fl_le only, itwill be I | [dicate casze saurze a2 anahle; Isu:uuru:e[l'l

excl Uded in the new merged [¥] =W orking Data File  [+] = F:\=enlagzp.zawv
datafile.

Example 2: Cases based on externd file

In contrast, by clicki ng on Add Yariables from F:\szenlagsp.zav EH

“Working DataFileis keyed

" . E=cluded Yariables: Mew Wiarking Data File:
table,” the opposite can be —roe e - _o |
o 3 [+] | wark_ex [*) -]
done: one-way merging in res_1[+] gender [¥] Faste |
which only those cases that i Y Reset |
arein the externa datafileare res_4 [+] year [+)
- - res 5 [+) | distea [+) Cancel |
picked up from the working e [+] =l a [+]
ile 12 [+] Help
datafile S| N | |
[+ Match cazes on key vanables in sorted files ey Wariables:
{~ Baoth filez provide cases fam_id
i~ Ezternal file is keyed table

« Working Data File 1= keped table

17 [ ndizate case zounce as vanabler [sounced]

[*] =working Data File  [+] = F:hzenlagzp.saw

Ch 13. Section 2.b. Comparing thethree kinds of merges: asimple
example

Let us take a simple example in which each file has three variables and two observations. The
"keying" variableisfam id.

Working data file data (open in the data editor).

fam id wage age
111111 12 23
555555 25 35
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The external file from which data must be added (not open but available on a drive).

fam id educ gender
999999 18 0
555555 16 1

Note that the respondent "555555" isin both filesbut "111111" isonly in the original file and

"999999" is only in the externa file.

1 A two-way merge using fam id as the key variable will merge all the data (all three

fam_id cases are included):

Fam id educ gender wage age
111111 12 23
999999 18 0
555555 16 1 25 35

2. A one-way merge using the external data file asthe keyed file will include only

those observations that occur in the non-keyed file, which isin the working datafile.
Here, those have the fam id "111111" and "555555." Fam id “99999" is excluded.

fam id educ gender wage age
111111 12 23
555555 16 1 25 35

3. A one-way merge using theworking data file asthe keyed file will include only

those observations that occur in the non-keyed file, which isin the external datafile.
Here, those have the fam id "999999" and "555555." Fam id “111111" is excluded.

fam id educ gender wage age
999999 18 0
555555 16 1 25 35

To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp
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Ch 14. NON-PARAMETRIC TESTING

In chapters 3-10 we used procedures that (for the most part) allowed for powerful hypothesis
testing. We used testslikethe Z, T, F, and Chi-square. The T and F were used repeatedly. In
essence, the F was used to determine whether the entire "model” (e.g. - aregression as awhole)
was statistically significant and therefore trustworthy. The T was used to test whether specific
coefficients/parameters could be said to be equal to a hypothesized number (usually the number
zero) in amanner that was statistically reliable or significant. For maximum likelihood methods
(like the Logit) the Chi-Square, Wald, and other statistics were used. The use of these tests
allowed for the the drawing of conclusions from statistical results.

What isimportant to remember is that these tests al assume that underlying distribution of
variables (and/or estimated variables like the residuals in aregression) follow some
"parametric" distribution - the usual assumption isthat the variables are distributed as a
"normal” distribution. We placed a great emphasis on checking whether a variable was
distributed normally (see section 3.2). Unfortunately, most researchers fail to acknowledge the
need to check for this assumption.

We |eave the decision of how much importance to give the assumption of a"parametric"
distribution (whether normal or some other distribution) to you and your professor/boss.
However, if you feel that the assumption is not being met and you want to be honest in your
research, you should avoid using "parametric" methodol ogi es™ and use "non-parametric”
assumptionsinstead. The latter does not assume that the variables have any specific
distributional properties. Unfortunately, non-parametric tests are usually less powerful than
parametric tests.

We have aready shown the use of non-parametric tests. These have been placed in the sections

appropriate for them:

= 3.2.e(Kolmogirov-Smirnov),

» 4.3.c (Related Samples Test for differences in the distributions of two or more variables),

» 5.3.b (Spearman’s Correlation), and

= 5.5.d (Independent Samples Test for independence of the distributions of sub-sets of a
continuous variable defined by categories of another variable)

In this chapter we show some more non-parametric tests. Section 14.1 teaches the Binomial test
and section 14.2 teaches the Chi-Square test. Thesetest if the distribution of the proportions of
the valuesin avariable conform to hypothesized distribution of proportions for these values.
Section 14.3 teaches the Runs test; it checks whether avariable is distributed randomly.

Ch 14. Section 1 Binomial test

L et's assume we have a variable whose distribution is binomial. That is, the variable can take
on only one of two possible values, X and Z.

149 Almost all of the methods used in this book are parametric - the T-tests, ANOV A, regression, Logit, etc. Note
that the Logit presumes that the model fits a Logistic distribution, not a Normal distribution.
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The standard example is a coin toss - the outcomes are distributed as binomial. There are two
and only two possible outcomes (heads or tails) and if one occurs on atoss then the other cannot
also occur on the sametoss. The probability of a“tails’ outcome and the probability of a
“heads’ outcome are the relevant parameters of the distribution™®. Once these are known, you
can calculate the mean, standard deviation, etc. Check your textbook for details.

A variable like gender is distributed binomially*>*. We want to test the parameters of the
distribution — the probabilities of the variable gender taking on the value O (or “female’) versus
the probability of it taking on the value 1 (or “male”).

Goto STATISTICSINON-

PARAMETRIC/BINOMIAL
Test Variable List:

Easte
Bezet

Cancel

elife| |-

Help

Test Propartion: I.EEI

— Define Dichatammy
{* Get from data

€ Cut point: I

d

Options...

+ Binomial Test

Place the variable gender
into the area“ Test Variable

List” (note: you can place e I "able B M-
. . dehnde

more than one variable into fam_id =iz |
thelist). fam_merm

pub_zec Rezet |
Look at the area“ Define o o d Cancel
Dichotomy.” We have -
chosen “ Get from data.” Help |

Thisimplies that the two
possible outcomes are Define Dichabarny
defined inthe data(i.e. - in
the values of the variable
gender). They are: O (for € Cutpoint: |
female) and 1 (for male).

Test Propartion: Iﬁ*

% Get from data

Look at the box “Test Proportion.” We have chosen the default of 0.50. We are asking for a
test that checks if the "Test Proportion" of .5 equals the probability of gender being equal to 0
(“female”) for any one observation. As the probabilities have to add to 1, it follows that we are
testing if the probability of gender being equal to 1 (“male”) for any one observation =1- 0.50 =
0.50.

Clickon“OK.”

1% The sample size (number of tosses) is also a parameter but it is not an estimated parameter.

151 Some may disagree. After all, each observation is not a coin toss. However, you can interpret the categories as

"outcome of conception/birth."
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Interpretation: The two
groups are female and male.
The observed proportion (or
probability) of group 1
(females) is .81 (or 81%).
The proportion in the null
hypothesisisthe “ Test Prop”
of .50. The Sigvaueis
below .1, .05, and .01. So,
we can say with 90, 95, and
99% confidence that the
proportion of group 1 values
(females) in the datais not
equal to the hypothesized
proportion of .50.

14-3
Binomial Test
GENDER
Group 1 Group 2 Total

Category | Female Male
N 1626 390 2016
Observed
Prop. .19 1.00
Test Prop.
Asymp.
Sig.
(2-tailed)

a. Based on Z Approximation.

Example 2: Setting the Test Proportion

We repeat the same
procedure, but with a
different “Test Proportion.”

We use the proportion of
.80.

Click on"OK" after
entering the hypothesis
value of ".80" into the box
"Test Proportion.”

The observed proportion of
group 1 (females) is .8065.
Because the Sig valueis
greater than .1, we can infer
that “we cannot reject the
hypothesis that the
proportion (probability) of
group 1 (females) does
equal .80.” Insimpler
terms, we can say with 95%
confidence that .8 may be
the real proportion of group
1

+ Bnomial Test

age
educ
farn_id
farn_rnem
pub_sec
Wage
wiark_ex

— Define Dichatamy
= Get from data

& Cut point: I

Testanable List:
gender

Ok

IH

I

azte

(s}

exzet

Cancel

i

Help

Test Propartior; W«

Options...

d

Binomial Test

Category N

Dbserved

Prop.

Test Prop.

Asymp.
Sig.
(1-tailed)

GENDER Group 1
Group 2
Total

Female 1626
Male 390

2016 |

.806548 .8

1.0

2402

a.Based on Z Approximation.
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Example3: Using a continuous or ordered variable to define the dichotomy of outcomes

What if we want to use the
groups “education > 8” and
“education < 87’

Choose the variable education as
the“Test Variable.”

farn_rmem
gender
pub_zec
wage
work_ex

+ Binomial Test

— Define Dichaotomy
¥ Get from data

= Cut paoint; I

]

TestYanable List:

educ

Fazte
Reszet
Cancel

Help

iz

Test Propartion: |.5

d

Options. .

Education (in our data set) could

» Binomial Test

take on the values 0-23. We
want to define the outcomes as
"low" education (8 or less)
versus "high" (greater than 8).
We want to use this definition
for defining the dichotomy of
outcomes. To do so, click on
"Cut point" and enter the value
"8" into the box.

Click on "OK."

Interpretation: The observed
proportion of casesthat fall in
the group of “education less than
or equal t0 8" is.67. The“Test
Proportion” is.50. Because the
Sig valueisbelow .01, we can
reject the null hypothesis that the
“proportion of casesin group 1 =
50" with 95% confidence.

age
farn_id
fam_rmem
gender
pub_szec
wage
work_ex

— Define Dichotomy
¢~ Get from data

]

&+ Cut point; IE

Testaniable List:

educ

Ok
Pazte
Bezet
Cancel

Help

LLLL*

Test Proportion: |.5

Options...

d

Binomial Test

EDUCATION

Group 1 Group 2 Total
Category | <=8 >8
N 1346 670 2016
Observed
Prop. .33 1.00
Test Prop.
Asymp.
Sig.
(2-tailed)

a. Based on Z Approximation.
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Ch 14. Section2  Chi-square

Let's assume you have avariable that is categorical or ranked ordinal. Y ou want to test whether
the relative frequencies of the values of the variable are similar to a hypothesized distribution of
relative frequencies (or you can imagine you are testing observed “ proportions’ versus
hypothesized “ proportions”). Y ou do not know what the distribution typeis, nor do you care.
All you are interested in is testing whether the “measured” relative frequencies/proportions are
similar to the “expected” relative frequencies/proportions.

Example 1: A basic example

For example, assume you want to check whether the proportions of all values of education
(measured in terms of years of schooling) are the same. A histogram of this hypothesized
distribution would be a perfect rectangle.
Go to STATISTICS/ NON- i Chi-Square Test
PARAMETRIC TESTS/ CHI-SQUARE
TEST. Thefollowing dialog box opens. In
area 1 you choose the variable(s) whose
proportions you want to check (note: do
not place a continuous variable here). In
area 2 you define the range of values
whose proportions you wish to check
(essentially, you are telling SPSS to
constrain itself to a sub-set of only those
values you choose here). In area3 you
define the hypothesis of expected
proportions.

~ Expected Range Expected Yalues

& Get > i Al equal
= f" Eal

el

Choose the variable(s) whose distribution
of “proportions’ you want to check and
move it into the box “Test Variable List.”

i Chi-5quare Test

age TestWariable List:
fam_id educ

fam_mem Paste
Now we will test for the entire range of gender
: pub_gec E Reset
values for education. To do that, choose wage

the option “Get from data”’ in the area work_ex

“Expected Range.” Note: If you have
defined avalue as missing using the
method shown in section 1.2, then SPSS
will not use that value.

We will use avery simple hypothesis for
the first example. We are testing whether
the proportions of all the observed values
of education are equal. To do this, choose
the option “All categories equal” in the
area "Expected Vaues.” Click on“OK.”

— Expected Range Expected Values
g get taﬁﬁ' &l cateqories equal
‘ Ealues:l_
fidd |
Jleiia)

[Ehanae

HEmaye |

" se specified range

LayeEr I_
Wpper |_

Options...
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The first output table compares the
observed occurrence (or frequency) of each
education value (the values are given in the
first columnasO, 1, 2, ...,23). Inthis
table:

» The second column gives the actual
number of observations with the
respective education level.

= Thethird column (“Expected N") gives
the number of observations for each
education level, as expected under the
null hypothesis of all frequencies being

equal.

The estimated Chi-square statistic is
significant at the 99% level (because
Asymp. Sig. < .01), so the null hypothesis
can bergjected. Insimpleterms: “The
values of education do not have the same
frequencies - the variable does not have a
uniform distribution.”

EDUCATION
Observed | Expected

N N Residual
0 151 87.7 63.3
1 680 87.7 592.3
2 15 87.7 -72.7
3 47 87.7 -40.7
4 46 87.7 -41.7
5 71 87.7 -16.7
6 286 87.7 198.3
8 50 87.7 -37.7
9 53 87.7 -34.7
10 54 87.7 -33.7
11 172 87.7 84.3
12 61 87.7 -26.7
13 46 87.7 -41.7
14 124 87.7 36.3
15 25 87.7 -62.7
16 34 87.7 -53.7
17 19 87.7 -68.7
18 51 87.7 -36.7
19 8 87.7 -79.7
20 8 87.7 -79.7
21 6 87.7 -81.7
22 7 87.7 -80.7
23 2 87.7 -85.7
Total 2016

Test Statistics
EDUCATION

Chi-Square?@ 5292.090
(]

Asymp. Sig. .000

frequencies less
than 5. The
minimum expected
cell frequency is
87.7.
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Example 2: Testing over alimited range of values

We can also constrain the range of values
over which we test. Continuing the
previous example, we want to test if the
values of education in the range 15to 18
have the same frequencies. The only
difference from the previous exampleis
that in the area* Expected Range,” choose
the option “Use specified range” and enter
the range as shown. The end-points are
inclusive.

Click on “OK.”

The interpretation of thistableisthe same
asinthefirst example. Notice that the
“Category” column only has the values you
chose. Asaresult of that step, the
“Expected N” has been scaled down to one
appropriate for the small sample size of the
constrained range of education.

The estimated Chi-square statistic is
significant at the 99% level (because
Asymp. Sig. < .01)," so the null
hypothesis can be rejected. In simple
terms: “The values of education within the
range 15 to 18 do not have the same
frequencies - the variable within the range
of values 15 to 18 does not have auniform
distribution.”

Example 3: Testing a complex hypothesis

152 70 repeat the criterion for significance again:

= If Sig<.01, then significant at the 99% level
= If Sig <.05, then significant at the 95% level

= |If Sig<.1, then significant at the 90% level

= |f Sig>.1, then not significant

i

Frequencies

EDUCATION
Observed | Expected
Category N N Residual
1 15 25 323 -7.3
2 16 34 323 1.8
3 17 19 323 -13.3
4 18 51 32.3 18.8
Total 129
Test Statistics
EDUCATION
Chi-Square? 18.070
df 3
Asymp. Sig. .000

a. 0 cells (.0%) have

expected

frequencies less

than 5. The

minimum expected
cell frequency is

32.3.
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8

The previous examples tested a very simple hypothesis - “All the frequencies are equal.” This
example shows the use of a more complex and realistic hypothesis.

Wewant to test if:

The education Isthisproportion of cases (out of the cases defined
value of by only those education values in column 1)
15 0.1 or 10%
16 0.2 or 20%
17 0.4 or 40%
18 0.3 or 30%
Note: Thisisthe way you will most often be using the test.

We cotinue using the ame diog box sin

the previous example.

Now we are using a complex set of criteria
for thetest. To enter this set, choose the
option “Vaues’ within the area“ Expected
Values.

Thefirst item in the hypothesisis that
“value of 15 - Proportion of .1.” Enter this
proportion into the box “Values.” Click on
the button “Add.”

i Chi-Square Test

age
fam_id
farm_mem
gender
pub_zec
wage
work_ex

— Expected Range
" Get from data

{¥ Use specified range

Lawer: IT
Upper. W

Tt Woavabole List
educ
Bzt
Cancel
Ewpecied 'Vshpag Hulp
T Allcategings soual
el

T est Vaniable List: 4
educ
Fagte

Rieset

Cancel

e W

L

Help

~ Expected Valuss
Al cateqories @

% Yalues: |1_
Add |
[Ehanme

Optiong...
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Thefirst item in the hypothesis has been
added. SPSSwill link thisto the “Lower”
end point (15 in this example).

Do the same for the other three hypothesis

i Dhi-Sgpuarn Tacl =
items. SPSSwill assign them, in order, to .
the ascending values 16, 17, and 18. Click Tarn 4 s opelte L1 —>i
on“OK.” i _Base |
i [ g
ol —
vaork,_sx Cancel |

The interpretation is the same asin the last Fronuencies

example. The only differenceisthat the d

“Expected N” are no longer equal. Instead, EDUCATION

i i Observed | Expected

they are ba%d on theitemsinthe Category N N Residual

hypothesis. 1 15 25 129 12.1
2 16 34 25.8 8.2
3 17 19 51.6 -32.6
4 18 51 38.7 12.3
Total 129
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The estimated Chi-square statistic is

significant at the 99% level (because Test Statistics
Asymp. Sig. <.01), so the null hypothesis EDUCATION
can bergjected. Insimpleterms, “The Chi-Squarea 36401
values of education within the range 15 to of 3
18 do not have the relative frequency .

Asymp. Sig. .000

distribution presented in the hypothesis
(15> .1,16~> .2, 17> .4and 18->.3).” a. 0 cells (.0%) have
expected
frequencies less
than 5. The
minimum expected
cell frequency is
12.9.

Ch 14. Section 3 The Runs Test - checking whether a variable is
really " randomly distributed”

The“Runs Test” checks whether the values of a continuous variable are actually “random” asis
presumed in al “random samples.” The null hypothesisisthat the variable is not random.

An excellent application of thistest is to determine whether the residuals from aregression are
distributed randomly or not. If not, then a classical assumption of linear regression has been
violated. See section 7.2 also.

Goto STATISTICS/NON-PARAMETRIC { Runs Test
TESTING/RUNS. age TestVanable Lizk: 14 |
The runs test is valid only for continuous ::m:irﬁem =
guantitative data. Thetest is conducted in two gegder Reset |
partS: tl-:luL;g_ESEC Cancel |
1. Thevariableis split into two groups on the wirk_ex

basis of a“Cut Point” measure (which may Help |

be the mean, median, mode, or any other

value you choose). ~ Cut Point

W Median [ Mode

2. Thetest usesthis dichotomy of groups. [T 'Mean T Custom: | Dptions. .
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Choose the variable(s) you want to test and
placeit (or them) in the box “ Test Variable
List.”

Note: Y ou can choose more than one
continuous quantitative variable.

Select the criteriafor the “Cut Point.” You can
select more than one criterion. A separate runs
test will be run for each criterion.

Choose the options shown and click on "OK."

[ae Test Variable Li ok, |
educ:

fam_id Paste
fam_rmem __l
gender Bezet |
pub_szec : I

wirk_ex Cancel |

Help |

— Cut Paint

W Medan [ Mode

[T Megan [ Custom: I Optiots... |

i Buns Test

TestWarable List:

age L
educ -
fElITI_id Pazte |
farmn_mem —
gender Fieset |
pub_zec E
work_ex Cancel |

Help |

— Cut Paint
W Median W Mode
I~ Custom: Optians...
Using the median Using the mean Using the mode
(the usual method)
Runs Test Runs Test 2 Runs Test 3
WAGE WAGE
Test Value? Test Value? 9.0484 Test Value? 3.75
ases Cases < Cases <
Test Value 1008 Test Value 1368 Test Value 513
Cases Cases Cases
>= Test 1008 >= Test 648 >= Test 1503
Value Value Value
Total Total Total
Cases 2016 Cases 2016 Cases 2016
Number of Number of Number of
Runs 432 Runs 96 Runs 504
Z -40.062 Z -15.381
Asymp. Asymp.
Sig. .000 Sig. .000
(2-tailed) (2-tailed)
a. Median a. Mean a. Mode
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Interpretation: The“Test Value” in each output table corresponds to the statistic/value used as
the “Cut Point.” The median=5.95, mean=9.04, and mode=3.75.

Look at therows “Asymp., Sig., and (2-tailed).” All the tests show that the null can be rejected.
We can therefore say that “Runs Tests using all three measures of central tendency (median,
mean, and mode) indicated that wage comes from a random sample.”

| To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp |
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Ch 15. SETTING SYSTEM DEFAULTS

In most software packages the user is able to set some system options/defaults. If you haven't
used this feature in Excel or Word, go to TOOLS/OPTIONS and try the default settings. In
SPSS, you can change some of the default settings. For the most part, these settings define the
default format of output and the manner in which data are shown.

In section 15.1 we show how to set general system options. The most important settings are
those for the default format of output tables (called "Pivot Tables' in SPSS) and the labels on
output.

Section 15.2 shows how to change the manner in which data/text is shown on screen.

Ch 15. Section1  General settings

Go to EDIT/OPTIONS. The settings you choose here set the default environment for SPSS on
your machine (and perhaps the entire school/office network - check with your system
administrator). The best way to learn about these settingsisto "play around" with different
options. In the following section, we briefly demonstrate the most important settings that you
should customize.

SPS5 Options

General | Navigatnrl Dkt Lal:uelsl Ehartsl F'iw:utTaI:uIesI Data I I:urrencyl Scriptsl

— Seszion Journal Dizplay Order for Y anable Listz
C:\wWINDOwWSATEMPzpzz. jnl &+ Alphabetical
" File

¥ Record syntax in journat
" Append

Recertly Used Files List
% Ovepwiite %I

Entries:

— opecial Workspace Memony Limi

— Dutput M atification

k. Bytes ¥ Faize Mavigator window

V¥ Seoll ko new output

— Open Syntax window at Start-up
Sound: 1+ Mane

O Yes i pg
™ System beep

— Measurement System " Sound %I
Paintz j

0k, I Cancel | Sl | Help |

We would suggest choosing the options as shown above. Y ou may want to change:
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* The“Recently Used Files List” to a number such as 8 or 10. When you open the menu
FILE, the files you used recently are shown at the bottom. When you choose to see 8 files,
then the last 8 fileswill be shown. You can go to any of those files by clicking on them.

o “Specia Workspace Memory Limit” may be increased by afactor of 1.5to 2 if you find
that SPSSis crashing often. It's always agood ideato ask your system administrator before
making a change.

Click on the tab “Pivot Tables.” (See next picture). The box on the left shows table formatting
styles called “Table Looks." Each item on the list corresponds to one look. The “look” defines
several formatting features:

» Font type, size, style (bold, italic, color, etc.)

» Cdl shadings

» Border width and type

*  Other features

When you click on the name of a*“look” on the left side, a sample appears on the right side.
Choose the “look” you prefer and press “ Apply” and “OK.” See section 11.1 for more on table
formatting and changing the "look™ of individual tables.

SP55 Options *

Generall Navigaturl Output Lal:uelsl Chartz Fivat Tables | Data I Eurrenc_l,ll Scriptsl

T ableLoolk.
C:h ASPS5N cicle plot Ho

Boxed.to
Contrast to
Hatdog. Ho

Large font.to
kodern. to
Hippon.tho

Pastel [256 calar) Ho

BrurmCcnrapk

1 Furerikr cogriach

Set Tablel ook Directory | b bz

— Adjust Column *Wwidths for
&+ | abels anly " Labels and data

!K I Cancel | $}I | Help |

Click on thetab “Charts” and choose the settings you like. (See next picture). Experiment until
you get the right combination of font, frames, grid lines, etc. When you are finished, press
HAppIy” ar]d " OK .1!
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SP55 Options *

Generall Navigaturl Output Labelz  Charts I F'ivu:utTaI:uIesI [rata I Eurrenc_l,ll Scriptsl

— Chart Template — Chart Azpect Batio:
i : [125
" |ze chart template file Browse. .. |
HEHE
— Current Settings
— Eont — Frame
Arial j [ Outer
¥ | lrner
— Fill Patterns and Line Styles — [and Lines
& Cycle through colars, then pattems [T Scale axis
™ Cycle through pattemns [T Categony axis
(] Cancel | &pply*l Help

Choosing to see labels instead of variable names and values

The most important option is the choice of labels to depict variables and values of categorical
variables in output tables and charts. Click on “Output Labels’ and choose “Labels’ for al the
options. Press“Apply” and “OK.” (Seenext picture).

5P55 Options

General | Mavigator Output Labels | Charts F'ivu:utTaI:uIesI Data I Eurrenu:_l,ll Scriptsl

— Outline Labeling
Wanables in item labels shown as:

I Labelz j

Wariable values in itern labels shown as:
ILaI:-eIs

— Pivat T able Labeling

Yanables in labels shown as:

Labelz

Wariable values in labelz shown az:
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Finally, click on the tab “Navigator.” Thisisthe Output Window, the window that includes all
the output tables and charts. Click on “Item.” You will see 7 items. (See next picture).

— Initial Output State
. tem:

Warnings
Mates

I Title
i Fivat T able

|. . Chart

Tt Output
[] ALTOFT,

If they are not all accompanied by the option “ Shown,” then simply:
*  Choose the relevant item (e.g. -“Warnings’) from the item list.
»  Choose the option “Shown” in the area“Contents are initially.” (See next picture).

SP55 Options

Gemeral Mavigator | Cutput Lal:nelsl Ehartsl F'ivn:ntTaI:-IesI Drata I Eurrenn::_l,ll Scriptsl

—Initial Output State———— ~ Title Font

[tern: : I_ | | |
Aial - [14 = B IS4 -

- = || = = u

@ — Text Output Page Size

F' & Shown ¢ Standard (80 characters]  © Standard (59 lines)

L[] :
|-. " Hidden " wide [132 characters] = Infinite
Tonlc . .
= Justification:
£ Custan; IEU ™ Custom: |59
% Aligm et
) Lerter — Text Output Faont

= Aligrriatt IEDurierNew j Im j Bl -‘rl H|-|"|

[+ Monospaced fonts

[ Display commands in the log

] 4 I Cancel | Apply | Help |

Ch 15. Section2  Choosing the default view of the data and screen

Goto VIEW.
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|£iew Data Transfor

v Status Bar
Toolbars...

1 Fonts...
v [nd Lines
v Walue Labelz

T = T =8y .

Y ou can choose to view/hide:

»  Gridlines (leave this checked).

* VaueLabels (if you have defined the values 0 and 1 of the variable gender as“male” and
“female’ respectively, then your data sheet will show “male” or “female” instead of O or 1).

e Status bar (in any software program, it isthe raised gray lower border to the application. It
contains information on the status of processing and the cursor. For example, “Getting
data...” whenever you load new datainto SPSS. Ontheright sideit tellsyou if SPLIT
FILE (chapter 10) ison or off, if SELECT CASE (section 1.7) ison or off, and if
WEIGHING ison or off.

Y ou can aso choose the font in which data are shown on screen. The font you choose does not
affect the font in output tables and charts.

To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp
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Ch 16. READING DATA FROM
DATABASE FORMATS

In the business world, data are often stored in systems called Relational Database M anagement
Systems (RDBMS). Theseinclude applications like Oracle, SQL Server, Sybase, Wang,
FoxPro, and Access. The applications have afew common features:

* Thedataare stored in the same structure. This structure essentially consists of three parts -
the database, individual tables within the database, and individual fields within each table.
The best intuitive analogy is an Excel workbook - the entire file (also called workbook) is
analogous to the database file, each sheet within the workbook is analogous to a table, and
each column to afield. For thisreason, Excel can be treated as a database if the data are
stored strictly in columns.

Tablel Tablel.Fieldl
Tablel.Field2
Databasel Table2
Tablel.Field3
Table3 Tablel.Field4

* A common programming language (called SQL) can be used to manipulate data and run
procedures in all these programs. For example, in Excel, look at the option DATA/GET
EXTERNAL DATA.

For the purpose of learning how to read datainto SPSS, you need not learn the details about
database structures or language. The important inference from the two points above is that,
irrespective of the source application, the commonality of data storage features permits one
process to be used for accessing data from any of the applications. If you learn the process for
one application, you can do it for the others. We provide an example using Access.

Note: In SPSS versions 9 and 10 you will see some more features for reading data. Y ou can
ignore them; the procedures shown in this book should be sufficient.
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Assume that you want to reed in data from

fivefieldsin two tablesin an Access

your SPSS zession.

database, i.e. - aSPSSfilewith five “Welcome to the D atabase Capture T8 dEASE Files
variables selected from a database with wizard =3 Eucel Files
many more. Goto FILE/DATABASE Thiz wizard will help pou select the data I .

lermentz pau wizh bo wark with during 1=
CAPTURE. "

From which data zource would pou like

Asthe dialog box indicates on the bottom- to retrieve data?
left, the process includes five steps. In

step 1, choose the “Data Source” that

includes the database in which you are

interested. Basically, it isasking you to

name the application in whose format the

datais stored. Here we seefive

applicati ons™>,

Step 1 of B

Choose “MS Access...” and press “Next.”
< Hacle Mest » Cancel Help I

L ocate the file name and press “ OK.”

Select Databaze

D atabasze Mame Directaries:

Note: You may haveto click on ISweet Lil'z.mdb c:h. \parts access practice
13 ” H |: I

Network™ and enter thelocation, Sweel Lifs Lessorzm =] [ on = ance |
password, etc. in order to access thefile. gweet IE!::S tessongﬁ.m == Oifice 97 Ginl Ster Hel
If the data managers are afraid that 53:2: L:I: Lzzzggﬂﬁ:m B= Part5 Access Prac —I—E P
unauthorized users may harm the original Sweet Lil's LeszonDE.m ™ Read Only

S ” Sweet Lil's Leszond7.m .

data, they may have made it “Read Only. S et Lil's mdb [ ™ Exclusive
Find out from them if thisisthe case. If
S0, then choose the option “Read Only.” List Files of Type: Dirives:
This allows you to read from the file but |sccess Databases (~m 7] | . =] Hetwork.. |
will not allow you to write to it.

Clickon“OK.”

153 What about Oracle, SQL Server, etc? The reason why these five options are shown is that the system on the
computer we worked on had “Drivers’ for these five formats. Y ou can buy (and maybe even download for free from
web sites like cnet.com) and install driversfor other applications. If you are curious, look at the option “ODBC
Drivers’ under your computer’s“Control Panel.” The easier way would beto ask your IT guru to do theinstall.
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Now you have reached step 2. Theleft
half of the next dialog box shows all of _ _ _ _ _
Mow you need to zelect the fields you wizsh to work with. To zelect items. click

the aVa”abIe tabl €s. ah an item in the ‘available’ lizt and, with the mouse button prezzed, drag it ower
ta the 'Retrieve Fields' list.

Hint: Dragging a table zelects all fields.

Remember: each database is analogous to

an Excel Workbook and each tableis Awvailable Tables: Betrieve Fields In This Order:
analogous to one Excel sheet within the jj% A =
workbook. % Bonbong List
El-& Box Details
. . . B8k Box List
Click on the first table from which you -89 Box Sales Subform
want to extract data. -5 Bowes
& Boxes Sold
B Boxes Subfarm -
4 » 1| | |

M Sort field names

Step 2 of B

< Back I Herts I Eimarsh I Cancel I Help I

Now you must select thefields within the T E A

table you selected. You can do thisin one

Mow vou need to zelect the fields you wish to work with. To select items, click

of two ways. on an item in the ‘available’ izt and, with the mouse button pressed, drag it over
ta the ‘Retriesve Fields' list.
e (Click onthe“+” button next to the Hint: Dragging a table selects all fislds
table name. A” the f' elds |n3| de the Ayvailable T ables: Retrieve Fields In Thiz Order:
table will be shown on the left half. iy Eonbons % ‘Bonbons by Bow™ " Box Name”
Drag any fields you want to extract if Eonbons by B ox & _‘Bonbons by Bow”. Bonbon Mame®
i i -7 Bonbons List £ ‘Bonbons by Box Cost of Bonbaor:
into the right half. #-B7 Box Details
GG Box List
« Drag and move the table name. In % EDH Sales Subform
. . . - oRET
this case, all thefields will be 3-89 Boves Sold
selected. Thisiswhat we have done G1-E Bowes Subform -
in the next figure. 4 L3 I N i

I Sort field names

Step 2af B

< Back Mewut » I Firizh I Cancel Help
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We also need two fields from another selectbata

table. Repeat the same process as above.
Mow pou need to zelect the fields pou wizh to work with, To zelect items, click
: g : ot an item in the ‘available’ izt and, with the mouse button pressed, drag it owver
Ontheri ght Sl Qe_, be aware of th_e notation b the ‘B efrieve Fislde fist
for eachitem: it is “table name.field - . ,
" Hint: Diragging a table selects all fields.
name.
Available T ablez: Retrigve Fieldz In Thiz Order:
Click on “Next.” % Bonbons = | | ‘Bonbons by Bow™ Box Mame”
‘% Bonbans by Box £ ‘Bonbons by Box” Bonbon Mame®
% Bonbons List
=7 Box Detail:
% Bom List
% Box Sales Subfarm
-7 Boves
% Bowes Sold
-4 Baowes Subform -
1| 3 1| | ]
v Sort field names
Step 2 af &
< Back | MHeut > I Finizh I Cancel | Help |
If you want to restrict the casesyou select, EEE=EIEEES |

click on “Select where case satisfies...”

“which cazes would pou like to retrieve?

EI & Bonbons by Box Lo = i
i H % Eamsam [ emm 5 ase =zatisfies condition:
B Bowx Mame =]
E LB Cost of Bonbeo
EI % Bonborns List
------ % EBonbon 1D LI
o £ Bonbon Mame

EBunctions

Otherwise click on “Next.”

_EII ABS[numezpr] ==
- I = I = I 4| 5| El A5 CH[strexpr]
= I = I ATAM[nume=pr
CEILIMNG [nurme:

A el | o Bl cHAR [ascicad

] | 0] | COMCAT [strexp

ol | COMWVERT [erp
Step 4 of & COS[(radianz] [

< Back. I MHext > I Finizh I Cancel I Help I
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If you selected to restrict the cases, enter
the criteria (similar to the process shown
|n SGC'[I on 17) “wihich cazes would pou like to retrieve?

EI% Eonbons by Box
: B Bonbon Mame

Click “Next.” ----- 2 Box Mame

E% Bonbons List
f % Bonbon 1D
LB Bonbon Mame

+ Select where caze zatizfies condition:

"‘Bonbons by Box™. "Cost of Bonbonz™ > 2

|

Functions
_"'I < ;I _?I_SI_SI ABS[nume=pr] |
- | L= | r= | 4| 5| El i?glrlll[[strexpr]

= = nuMme=pr

O S [ N | e A | CEILING [rume:

Aland] @e] L 0 | || CHAR[sssicod

| COMCAT [strexp

<1 | =l 10l CONVER T [exp
Step 4 af 5 COS[radians] LI

< Back I ﬂe:-c* I Finizh I Cancel I Help I

Choose s thedanlbore T — |

into SPSS. Savethefile asa SPSSfile
with the extension ".sav."

Your gelection has resulted in the following SPSS Syntas:

For those who are curious, the code you

seeisin the language “SQL” (Standard GET I:',-'l'-.F'T!_IFI_E I:I!:]E'I" /

Jataba d 7 Birnl Step by Ste
Query Language) It can be U%d (Wlth IE'T-:‘;E::IEE? .. _Irlr'lrll:ltl_Z[]Ef-lfl:ll_:|lt1|:|i-rt-l:"-.||:j”h .
some minor changes) to retrieve data from StephPart actice:Driverl
the Access database to SPSS, Excel, uitferSize=512,PageTimeout=h;"
Oracle, etc. SlBeES, Loy o

C Bonbons', ‘Bonbong List”, Bonbon 107,
‘Bonbons List”. Bonbon Mame]

YWihat would you ke to do with this quen?

% Betrieve the data | have selected.

™ Paste it inta the syntax editar for further modification

StepBof &

< Back | [t Firig Cancel | Help

To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp |
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Ch17. TIME SERIESANALYSIS

This chapter leads up to the construction and estimation of an ARIMA model, the preferred
model specification technique to use when the data set is a Time Series.

A typical Time Seriesis“USIncome, Investment, and Consumption from 1970-98." The dataare
usually arranged by ascending time sequence. Y ear, quarter (four months), month, etc. may
define atime period. Thereasonsfor using ARIMA (and not asimple OLS Linear Regression
model) when any of the regression variablesis atime series are:

» Thefact that the value of avariablein aperiod (e.g. - 1985) istypically related to “lagged”
(or previous) values of the same variabl e™*. In such ascenario, the * lagged” value(s) of the
dependent variable can function as independent variabl e(s)l55. Omitting them may cause an
Omitted Variable Bias. The“AR” in“ARIMA” refers to the specification of this“Auto-
Regressive” component. Section 17.2 shows an example, which is reproduced below.

Asthe graph below depicts, the value for any single year isafunction of the value for the
previous year(s) and some increment thereof.

300

200 =

100 =

Gross Domestic Product (in real 1995 prices, $)

1970 1974 1978 1982 1986 1990 1994 1998
1972 1976 1980 1984 1988 1992 1996

YEAR

* Thevalueat any period in atime seriesisrelated to its valuesin previous time periods. From
general knowledge, you would know that the value of a variable such as national income
(GDP), even when adjusted for inflation, has been increasing over time. This meansthat for
any sub-set defined by a period (e.g. - 1970-84, 195-96), the attributes of the variable are

% For example, USIncomein 1985 is related to the levelsin 1980, 81, 82, 83. Income in 1956 isrelated to the incomes
in previous years.

155
For example,

GDP; =a+ b*GDP,_; + p*GDP,, +r*GDP,3; + c*Inv; + more...
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changing. The classical assumptions that underlie a Linear Regression demand
“stationarity” (or "randomness') of avariabl e, Thatis, irrespective of the Sub-set of
observations chosen, the expected mean and variance should be constant and cross-
observation relations should be zero (so, the relation between observation 'n' and 'n-2'
should be zero.” However, for atime series, these attributes change over time, and thus the
seriesis“non-stationary.” Look at the next chart - you can see that the mean for any of the
variables for the period until 1984 islower than that for the period after 1984. As such, the

variable cannot be used in a Linear Regression.

300
200 o
-7 -~
=" - Consumption (in real
d
PR 1995 prices, $)
100 = -
_ - Gross Domestic Produ
ct (in real 1995 pri
Investment (in real
0 1995 prices, $)
Yoy oy, Yon Yoy Yo Yo, Yo, Yo, Yo, Y9y %9 9. 9% Y% 9
D S Y T e B T B R Y Y Y G Y
YEAR

» The question of lagged influence also arises across variables. For example, investment in
1980, 81, 82, 83, 84, and 85 may influence the level of income (GDP) in 1985. The cross-
correlation function, shown in section 17.3, helps to determine if any lagged values of an
independent variable must be used in the regression. Hence, we may end up using three
variables for investment - this period’ sinvestment, last period’ s investment, and investment
from two periods prior 7

» The presence of a“Moving Average” relation acrossthe residuals at each time period. Often,
theresiduals from year T are afunction of T-1, T-2, etc. A detailed description of “Moving

1% stationarity implies “random,” and non-stationarity the opposite. |f avariable were truly random, then itsvaluein
1985 should not be dependent on its own historical values. Essentially, time series data are in conflict with the classical
assumptions primarily because each variable that is non-stationary is not obeying a key classical assumption: “each
variable is distributed randomly.”

157 What about collinearity between these? Would not that cause a problem in the regression? The answers are:
¢ Rarely is more than one transformation used in the same model

«  Once other transformations have taken place, there may be no such collinearity

¢ Inany case, collinearity is alesser problem than mis-specification

e Lastly, SPSS uses aMaximum Likelihood Estimation method (and not Linear Regression) to estimate the
ARIMA.
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Average” process is beyond the scope of this book.

« Autocorrelation between the residuals. Section 17.6 shows a method to correct for first-order
autocorrelation. For higher-order autocorrelation, consult your textbooks for methods of
detection and correction.

» Co-integration is acomplex method of correcting for non-stationarity. A detailed discussion
is beyond the scope of this book; but in section 17.7 we provide an intuitive grasp of co-
integration.

This edition ignores seasonality.

Regarding Unit Roots, Non-Stationarity, Cointegration, DF Test, PACF, ARIMA, and other
complex tests: could this be much ado about nothing?’ A cynical view of Time Series analysis
would suggest as much. In practice, most macroeconomists don’t even test for non-stationarity.
They simply transform everything into differenced forms, maybe using logs, and run asimple
OLS! From our experience, what you will learn in this chapter should suffice for most non-Ph.D.
Time Series analysis.

Graphical analysisis essential for time series. The first graph one should obtain is the “ pattern of
variables acrosstime.” Essentially, thisinvolves a multiple-line graph with time on the X-axis.
Section 17.1 shows how to make “ Sequence” charts and makes simple inferences from the charts
asto the implications for alinear regression model.

Section 17.2 tests for non-stationarity using the Partial Autocorrelation Function (PACF) charts.
SPSS does not conduct formal tests for Unit Roots like the Dickey Fuller test but, in our
experience, the PACF is usually sufficient for testing for non-stationarity and Unit Roots. We
also show the ACF (Autocorrelation function). Together, the PACF and ACF provide an
indication of the “integration-order” (differencing required to make a variable stationary) and the
“Moving Average.” If avariableisnon-stationary, it cannot be used in aregression. Instead, a
non-stationary transformation of the variable must be used (if thisis unclear, wait until the end of
section 17.2.)

Section 17.3 shows how to determine whether any lagged values of an independent variable must
be used in the regression. The method used is the cross-correlation function (CCF).

After testing for non-stationarity, one may have to create new variables for usein aregression.
The PACF will tell us about the type of transformation required. Section 17.4 shows how to
create these new “transformed” variables.

After creating the new variables, you are ready for running a regression on the time series data.
The generic method for such regressionsis called ARIMA for “ Autoregressive etc.” It allowsthe
incorporation of an autoregressive component (i.e. - the lagged value of the dependent variable as
an independent variable), differencing (for overcoming the obstacle of non-stationarity), and
moving average correction. Section 17.5 shows an example of asimple ARIMA model.

Even after correcting for non-stationarity in each variable, the model as a whole may still suffer
from the problem of autocorrelation among residuals. Section 17.6 shows a procedure that allows
for automatic correction of first-order autocorrelation and also allows for incorporation of an
autoregressive component.
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Co-integration is a complex method of correcting for non-stationarity. A detailed discussion is
beyond the scope of this book, but in section_ 17.7 we provide an intuitive grasp of co-integration.

This “autocorrelation” is different from the “autocorrelation in the PACF (section 17.2). There,
the autocorrelation being measured is for individual variables —the relation of avariable's value
at time"T" to previous values.

Ch17.Section1  Sequence charts (line charts with time on
the X-axis)

Ch 17. Section 1.a. Graphsof the ‘level” (original, untransfor med)
variables

GO to GRAPHQSEQU ENCE BT [F T Chankz

Though you can use GRAPHS/LINE to o m
make similar graphs, you should use o ] =)
GRAPHS/SEQUENCE because of the Baset |
Cancel|
e |

Transform options in the latter (you will
see these optionsin action a bit later). Tiree i Labels

Tranadoim
™ Mt log trarcdom
™ Diflesencs:

&
o s erervee: [

Cumerd Penodclyr Mo
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In the box "Variables," place the variables
whose values you want to trace over time.

In the box "Time Axis Labels," place the
variable whose values define the time
dimension (the dimension may be year,
month, week, etc.).

Usually, these are all the steps you will
need. Click on"OK."

A multiple-line graph is created.

Note: SPSS created al three lines as thin
unbroken lines. We changed the format of
each line so asto distinguish them better.
To do the same, refer to section 11.2.

| Sequence Chaits

All the variablesincrease over time. Ina
nutshell, thisis the main reason why time
series variables cannot be used directly in
aregression- the value of GDPin 1985 is
not truly random because it is based on
historical values.

Adding some more information can enrich
the above graphs. Let's assume you
wanted to break the time dimension into
two groups (e.g. - "before policy" and
"after policy," or "pre-oil crisis' and "post
oil-crisis'). You can do so using the
option "Time Lines." We have asked for
a"Lineat date" corresponding to the 15"
time period (in our example this
corresponds to 1983). Theresult isthe
following graph.

Transhoim
™ Mabaral log raesfom
™ Diflesencs: E_
F Sen F
Cumerd Penodclyr Mo
= Dree cha par varishle Twre Lines... | Froimal... I
300
200 «
L o Consumption (in real
7’
. - 1995 prices, $)
100 o T
- Gross Domestic Produ
/ ct (in real 1995 pri
Investment (in real
1 — 1995 prices, $)

95495495 %95 %95 %04 %0505 %0, %05, X9, X9, X9 95, %9,
VT 6 DD B D% %R

YEAR

Sequence Dharte: Time Asie Aeference Lines

i+ Line &l gabe

Oibsarealion |1l

www.vgupta.com




Chapter 18: Programming without programming (Syntax and Script) 18-6

300
200 -
- e 1
- -
- - -
_ - Consumption (in real
rd
__ 1" 1995 prices, $)
100 o =7
—_=- Gross Domestic Produ
ct (in real 1995 pri
—
_/ Investment (in real
0 1995 prices, $)
Yo, Yoy Yo Yo, Yoy Yo, Yo, Yo, Yo, Yo, Yo, Yo, Y9, Y9, Yo
D e Ty e e B B & R % H % % % R
YEAR
If you have several variables, one chart i Sequence Charlz

that displays all of them may be confusing

- - . . “ivm
(especially if their units and scales are iu--s E
different, e.g. - some arein dollars, others gdo Baste
in yen, or some in millions, othersin EI i Eimll
billions). SPSS can make separate charts
for every variable. Choose the option Tire dons Lot Lancel |
"One chart per variable." E fpoat | Halp |
. Trangloim
Now separate charts will be produced for ™ Mabral log rarafom
each variable. I Dillesence F
Cumert Pesiodciy  Mors:
+|; Ore chai per varisble Dure Lines.... | Froumal... I
220
200 +
@? 180 =
§
5 160 Ao
3
g 140 o
g
E 120 =
g 100 =
£
3 80 =
8 60
1970 1974 1978 1982 1986 1990 1994 1998
1972 1976 1980 1984 1988 1992 1996
YEAR
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300

200 o

100 H

Gross Domestic Product (in real 1995 prices, $)

1970 1974 1978 1982 1986 1990 1994 1998
1972 1976 1980 1984 1988 1992 1996

YEAR

90

80 o

60 o

50 o

40 ™~

30 o

Investment (in real 1995 prices, $)
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Ch 17. Section 1.b. Graphs of transformed variables (differenced,
logs)

The sequence charts above all show a definite time trend and, using an admittedly simplistic
interpretation, non-stationarity. Two methods are usually used to correct for non-stationarityl58:

= Using the"differenced" version of the variables.
A "first-differenced" version is the variable obtained by subtracting the value of the
variable at time period "T-1" from the value of the variablein time period "T." That is,

instead of the observation for 1985 being the "level of GDP in 1985," it is "the difference
in the value of GDP in 1985 and the previous period (1984)."

= Transforming the variablesinto alog format by calculating the log of each variable.

The logs may reduce the problem because the log scale flattens out the more pronounced
patterns.

Example 1: Differencing

The first method ("differencing”) is more effective than the second method ("logs'). We show
examples of each and the results.

Asin the example before, go to ! Sequence Charts x|
GRAPHS/SEQUENCE and enter the _ ariabios,
dialog box as shown. We want to graph 5 LANEPES —>
the "first-difference" transformations. i Paste |
To do that, choose the option in
"Difference" and enter thevalue"1" in ﬂl
the area " Transform. e, Cancel |
I— Help |
year
Click on"OK."
Tranzfarm
Note: The "_secc_)nd-difference" _ I Difference: |1_
transformation is graphed by entering —
thevalue"2" instead of "1." The second . ¢ '
difference for 1985 GDP is the value of Curent Perindicity:  None
1985 GDP minus the value from two —
time periods back (1983 in this I Orie chart per variable TineLines.. | Fomat. |
example).
Asthe graph below shows, the first- Has the problem of non-stationarity gone? To

158 Note: Non-stationarity is similar to the Unit Root problem (this admittedly simplistic logic will be used by usin this
book).
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differences have a zigzag pattern. This
indicates a higher possibility of their

answer this, we must use Partial Auto
Correlation Functions (see section 17.2).

being "random™ as compared to the
original "level" variables.

20

0 =

-10

—
Consumption (in real

1995 prices, $)

Gross Domestic Produ

ct (in real 1995 pri

Investment (in real

1995 prices, $)

z\g)e \{9)7 {9)6\ \{9)& z%o (‘9‘% @07 z@% @00 {9@0 \{9% {9@7 z@% {9@0
YEAR
Transforms: difference (1)
Example 2: Logs
Let us also show an example of using ! Sequence Charts ]
log transformations. _
Y anables: +
[ u]gt:d
Asin the example before, go to gdp Easte

GRAPHS/SEQUENCE and enter the
dialog box as shown. We want to graph
the log transformations. To do that,
choose the option "Natural log
transform” in the area " Transform.”
Clickon"OK."

I

Time Axis Labels:

Lifrerence:

The next graph shows that the
transformation may have flattened the
time trend somewhat, but the pattern
over time is definitely not "random."
1985's value is dependent on previous
values. If we know the values for 1983
and 1984, we can say that 1985 will be
in the same range of values and will
probably be higher. If the variables
were truly random, we would not be
able to make such aclaim.

Current Penodicity:  Maone

Reszet

Cancel

dHHuE

Help

7| Seazcraly differerice; I‘l_

[ Orne chart per variabls Time Lines... |

Format...
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6.0
55 =
50 o -7
et Consumption (in real
45 = .=
L _ -~ ~ 1995 prices, $)
40 Gross Domestic Produ
ct (in real 1995 pri
35 =
Investment (in real
3.0 1995 prices, $)
ACNRCNRCNRCNECNE CRECRE R CRECRE N AR N R ¢
DR T D R e T RS
YEAR
Transforms: natural log

Ch17.Section2  “Formal” checking for unit roots / non-
stationarity

Thereal “Formal Tests’ include Dickey-Fuller and others. To many macroeconomists, the
biggest weakness of SPSS with regards to Time Series analysisisitsinability to conduct

(di rectly159) formal tests for establishing the presence and nature of non-stationarity. In SPSS's
defense, the PACF functions are usually sufficient for determining the presence and nature of
non-stationarity. Thetypical project does not require the use of the more formal tests.

199t the test is required, then SPSS can do it indirectly. You must create some new variables, run aregression, and use
some specia diagnostic tablesto interpret the result. All that is beyond the scope of this book.
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Ch 17. Section 2.a.
variables

Go to GRAPHS/TIME SERIES/
AUTOCORRETIONS.

In the box “Variables,” place the
variables that you wish to check for
the presence of non-stationarity (and
the nature of this non-stationarity).

Choose “Display” and “ Partial
Autocorrelation” (to check for non-
stationarity and the autoregressive
component) and the
“Autocorrelation.”

Click on “Options.” Choose the
number of lags (with annual dataa
number like 6 isfine). Choose the
"Independence model" method for
calculation of the * Standard Errors.”

Checking the“level” (original, untransfor med)

\ Autocomnelations

iy

year

— Dizplay
¥ &utocanelations

v Partial autoconelations

Warnahles:

— Transfarm

™ Matural log transform

[ Difference: |1_
I™ | Seasonalydiference: |1_

Current Penodicity:  Mone

+ Autocomnrelations

— Dizplay
V' Autocorelations

¥ Partial autocomelations

Y ariables:

— Tranghorm

™ Matural log transform

[ Difference: |1_
I Seasandly diferenze: |1_

Current Periodicity: - Mone
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Autoconelations: Options » Autocomrelations

b awimum M umber of Lags: IE

Standard Errar Method cong
* & |ndependence model Cancel | m
™ Bartiett's approwinnatior Help | E

I™ | Digplay autacomelations st peiodic [aos

— Transform

[~ Matural log transform

H “ H ” 2 i B 1
Click on “Continue. ~ Display o "
W futocanelations I7 | Geasonaly difererze: |1_

¥ Partial autocanelations Current Periodicity: - Mane

Clickon“OK.”

vEar Y ariables: » K

Paste
Reset

Cancel

|g]zlz]= 8

Help

Optionz...

Interpretation of the charts produced:

All three variables exhibit non-stationarity as at least one of thevertical barsishigher than the
horizontal line(s) that indicate the cut-off pointsfor statistical significance. (Seenext chart to

see the bars and the line).

Furthermore, the non-stationarity is of the order "1" as only the first-lagged bar is significantly
higher than the cut-off line. So afirst-differenced transformation will probably get rid of
the non-stationarity problem (aswas hinted at in the previous section on sequence charts).

Consumption (in real 1995 prices, $)

Confidence Limits

-Coefﬁ cient

Lag Number

The numbers 1, 2,...6 imply the "Partial Correlation between the value of the variable

today (that isat time"T") with thevalue at time"T-1," "T-2,"..."T-6" respectively.

This horizontal line (and its mirror image
on the negative side) defines the critical
limits. If abar goes beyond the
horizontal line, then significant
autocorrel ation between the present and
lagged values of the variable is indicated.

non-stationarity and suggests first-order differencing as the remedy.

The first-lag partial auto-correlation is above the critical limit. This indicates the presence of
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AMesiment (in real 1995 prices, $)

95%
confidence
interval. If
the bar lies
beyond this
range, then

the partial
correlation
coefficient is
-Coefﬂclent Stan Stl Cal |y
significant

Confidence Limits

Partial ACF

Lag Number

The first-lag partial auto-correlation is above the critical limit. This indicates the presence of
non-stationarity and suggests first-order differencing as the remedy.

ADVERTISEMENT
WWW.FOSS.0r

Coming in Dec 99,

Excedl tools, SAS Interface, and more
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Gross Domestic Product (in real 1995 prices, $)

Confidence Limits

LL
9]
<
<
S
o

-Coefﬂclent

1 3 4 5 6

Lag Number

The first-lag partial auto-correlation is above the critical limit. This indicates the presence of
non-stationarity and suggests first-order differencing as the remedy.

Autoregression

The second interpretation of the GDP PACF is asfollows: In running aregression using GDP (or
some transformation of it) as the dependent variable, include the 1-lag of the same transformation
of GDP as an independent variable.

Implicationsfor model specification

So, the model was originally specified as:

GDP; = a+ other variables
becomes (because of the autocorrelation of GDP with itsfirst lag)
GDP; = a+ b*GDP.; + other variables

Thisiscaled an ARIMA(1,0,0) model. ARIMA (1 lag used for autoregression, differencing
levels required=0, moving average correction=0)

What if the PACF showed that the first three lags were significant? Then the model would
become:

GDP, =a+ b*GDP,; + p*GDP,, +r*GDP,; + other variables

Thiswould be an ARIMA(3,0,0) model. ARIMA( 3 lags used for autoregression, differencing
levels required=0, moving average correction=0)
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The ACF

Two of the autocorrelation function (ACF) charts are shown below. What is the difference
between the PACF and ACF? A simpleintuitive explanation: “the PACF for lag 3 shows the
correlation between the current period and 3 periods back, disregarding the influence of 1 and 2
periods back. The ACF for lag 3 shows the combined impact of lags 1, 2 and 3.” In our
experience, the PACF gives a clear indication of the presence of “non-stationary” and the level of
differencing required. The ACF (along with the PACF) are used to determine the Moving
Average process. The Moving Average process is beyond the scope of this book.

Consumption (in real 1995 prices, $)
1.0

0.0 +

Confidence Limits

ACF

-1.0 -Coefficient

1 2 3 4 5 6

Lag Number

Gross Domestic Product (in real 1995 prices, $)

1.0

00 4

Confidence Limits

ACF

-1.0 -Coefficiem

1 2 3 4 5 6

Lag Number
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Ch 17. Section 2.b. Theremoval of non-stationarity using
differencing and taking of logs

The partial auto-correlation charts have shown that first-differenced transformations do not have
the problem of non-stationarity. So, we should use the first difference transformations (that is,
new variables created using "first-differencing” in any regression).

Example 1: First Differenced variables

Thistime, follow all the procedures CAUCoraan o
from example 1, but choose the option "
“Difference” in the area“ Transform.” yeal darbles
Cons
gdp Paste
H “ ” Iy
Click on “OK. B

Note: In al the graphs below the Mransform
variable being used is not the "level" but

. ) [~ Watwral log transform
the first difference.

¥ Difference:

~ Dizplay
™ Autoconelations

V¥ Partial autocarelations Curent Penodicity:  Mone

Consumption (in real 1995 prices, $)

1.0

Confidence Limits

Partial ACF

-1.0 -Coefficient

1 2 3 4 5 6

Lag Number

Transforms: difference (1)

Interpretation: None of the partial-autocorrelation coefficients are above the critical limit. This
indicates the absence of non-stationarity and strongly indicates the use of first-order differenced
transformations of this variable in any regression analysis.
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Gross Domestic Product (in real 1995 prices, $)

1.0
This horizontal line (and its mirror image on
the negative side) defines the critical limits.
5 If a bar goes beyond the horizontal line, then
' significant autocorrelation between the
present and lagged values of the variableis
indicated. Conversely, If the bar is below
0071 this, then we cannot reject the hypothesis that
the partial correlation coefficient equals zero.

Confidence Limits

Partial ACF

-1.0

-Coefficient

1 2 3 4 5 6

Lag Number

Transforms: difference (1)

Interpretation: None of the partial-autocorrelation coefficients are above the critical limit. This
indicates the absence of non-stationarity and strongly indicates the use of first-order differenced
transformations of this variable in any regression analysis.

FEEDBACK? EMAIL US AT VGUPTA1000@AO0L.COM
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Investment (in real 1995 prices, $)

1.0

The problem
5 1 of non-
stationarity is
gone as none
of the barsare
higher than the
-5 o Confidence critical limits
(the horizontal

-1.0 -Coeﬁicwem I I nes) b

1 2 3 4 5 6

00 =

Partial ACF

Lag Number

Transforms: difference (1)

Interpretation: None of the partial-autocorrelation coefficients are above the critical limit. This
indicates the absence of non-stationarity and strongly indicates the use of first-order differenced
transformations of this variable in any regression analysis.

Implicationsfor model specification

First order differencing eliminated the non-stationarity. This indicates that the regression model
should be re-specified in terms of differences. The equationin 17.2.a. was an ARIMA (1,0,0)
model:

GDP, = a+ b*GDP.; + c*Inv; + d* Cons
after differencing, the “correct” model is:
(GDP; - GDP.;) =a+ b* (GDP.; - GDP.,) +c*(Inv; - Inv.,) + d*(Cons - Cons.;)

ARIMA (1,1,0) model. ARIMA( 1 lag used for autoregression, differencing levels required=1,
moving average correction=0)

What if the PACF showed that second order differencing was required?
(GDP; - GDP,,) =a+ b* (GDP.; - GDP.3) +c*(Inv; - Inv.,) + d*(Cons - Cons.,)

Thiswould be an ARIMA(1,2,0) model. ARIMA( 3 lags used for autoregression, differencing
levels required=2, moving average correction=0)

Note: Each entity inside a bracket isthefirst difference as GDP at time*“t” isbeing
differenced with GDP from time “t-1,” a 1-period difference.
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The ACF

The autocorrelation function (ACF) charts are shown below. What is the difference between the
PACF and ACF? A simpleintuitive explanation: “the PACF for lag 3, shows the correlation
between the current period and 3 periods back, disregarding the influence of 1 and 2 periods back.
The ACF for lag 3 shows the combined impact of lags 1, 2, and 3.” In our experience, the PACF
gives agood clear indication of the presence of *non-stationarity” and the level of differencing
required. The ACF (along with the PACF) are used to determine the Moving Average process.
The Moving Average process is beyond the scope of this book.

Consumption (in real 1995 prices, $)

1.0

-1.0 -Coefﬂciem

Confidence Limits

ACF

Lag Number

Transforms: difference (1)

Gross Domestic Product (in real 1995 prices, $)

1.0

-1.0 -Coefﬂciem

Confidence Limits

ACF

Lag Number

Transforms: difference (1)
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Investment (in real 1995 prices, $)
1.0

Confidence Limits

é 1.0 I Coefficient
! 2 ’ 4 ° 6 ! 8 ’ 10 " 12 " 14 b 16
Lag Number
Transforms: difference (1)
Example 2: Using alog transformation
Thistime, follow all the procedures from
example 1,” put choose"fhe_ option I}Iatural Log a— p— E
Transform” instead of “ Difference. e
g e |
Note: Y ou can use both together. ] B |
Cavel |
. Twrtdom
Click on“OK.” 7 Mansating bac _Hes |
" T T
We show only one graph. i —— I |Srer o
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Consumption (in real 1995 prices, $)
1.0

0.0 1

Confidence Limits

Partial ACF

-1.0 -Coefficienl
1 2 3 4 5 6

Lag Number

Transforms: natural log

The first-lag partial autocorrelation is above the critical limit. This indicates the presence of non-
stationarity and hints in disfavor of the use of logs as the remedy.

Ch17.Section3  Determining lagged effects of other
variables

Investment may take afew yearsto have amajor impact on the GDP. Say, theinvestmentisin
transportation infrastructure. The building of the infrastructure may take several years - each year
some money isinvested into the infrastructure. But the infrastructure cannot be used until it is
completed. So, athough investments may take place in 1981, 1982 and 1983, the major impact
on GDP will not be felt until 1984 when the infrastructure is being used. In such asituation,
investment from previous periods is having an impact on today's GDP. If we run aregression in
which today's GDP is the dependent variable, then we have to first correctly specify the
investments of which period(s) should be explanatory variables. Cross-correlations help with
this.

The question whose answer we seek is. Should the model be:

Yt=a+bYt_1+Xt

or,

Yi=a+b Yy + X
or,

Yi=a+bYu + X2
or,

Yi=a+b Yy + Xi+ X+ Xi

Cross-correlations help us decide which lagged transformation(s) of an independent variable
should be used.
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Go to GRAPHS/TIME SERIES
/CROSS CORRELATIONS.

i Cross-Corelations

f ]
Into the area “Variable,” place the
variables between whose pairs you Eil
want to check for cross-correlation. Carcel |
Note: Each CCF graph will show the Help |
cross-correlation function for one pair. Translom

T Hahuesl log harsfom
The difference between “cross’ and I Difeiorce i +
simple “(auto) partial” correlation is r | n
that the former looks at the correlation Cuarerd Patodcsty. Mora [Iptins . |

between the value of avariable at time
T with the values of another variable
(or Investment) at times T-1, T-2, etc.
In contrast, the autocorrelation function
looks at the correl ation between the
value of avariable at time T with the
values of the same variable at times T-
1, T-2, €tc.

Click on the button “Options.” Choose the maximum number of lags for which you wish to
check for cross-correlations. This number will depend on the number of observations (if sample
sizeis 30, choosing alag of 29 is not useful) and some research, belief, and experience regarding
thelags. For example, if investment flows take up to 4 years to have an impact on GDP, then you
may choose a number greater than 4 but not too large. If theimpact of consumptionisfelt in the
current and following year, then a smaller number of lags can be chosen. Click on “Continue.”

Crozz-Cornrelations: Optiong |

Masimum number of lags: ]

I ETE e = e el fe e [ [=

I:::untinuel Cancel | Help |

*
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Click on “OK.”

Three charts are produced - one for
each pair derived from the three chosen
variables. Our aimisto seethe cross-
correlations between the dependent
variable (GDP) and the independent
variables. So we have deleted the chart
that showed the correlation between
CONSand INV, the two independent
variables. So you see only two charts.

In both of them, several of the bars are
above the horizontal confidence limit
line, indicating cross-correlation with 5
lagsand 5 leads. If we presumethisis
correct, then the regression will haveto
incorporate [at the minimum] five
terms for lagged consumption, 5 for
lagged investment, and one each for
today’ s consumption and investment.

i Cross-Comelations E

year

Kl

Y ariables: # 0K

ConE

W

~ Transform

I™ Matural lag transfarm
I” Difference:
™| Seasonaly diference

Current Periodicity:. None

Paste

Rezet

Cancel

Help

r
r

Optionz... |

CONS with GDP

1.0

00 -

CCF

-1.0

Lag Number

-6 -5 -4 -3 -2 -1 0 1 2

-Coefficient

Confidence Limits

Confidence interval bands.

If the bar is below this,
then we cannot reject the
hypothesis that the cross-
correlation coefficient

equals zero.

Wwww.vgupta.com




Chapter 18: Programming without programming (Syntax and Script) 18-24

GDP with INV
1.0
5
0.0 -~
-5
Confidence Limits
TR
8 -1.0 -Coefﬁciem
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6
Lag Number

We know from the PACF that the

“level” variables are non-stationary,
but their “first-differenced”
transformations are not. As such, we
will use only the “first-differenced”
versionsin any model.

e

Consequently, we need to know about
cross-correlations only when the “first-
differenced” variables are used.

To do so, repeat other steps from the
previous example, and then choose
"Difference" and type "1" into the box
to theright of it. Choose the same
options and variables as before.

Click on"OK."

Now only the cross-correlation for lag
zeroissignificant. Thisimplies that,
for both consumption and investment,
the transformations that should be used
are the "first-differenced, no-lag.”
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CONS with GDP

1.0

Significant as
above the

5 o confidence cut-
off paint.

0.0

Not significantly
different from

Confidence

TR
8 -1.0 -Coefficiem the Val ue zero as
s s a3 the bar iswell
Lag Number gglnc;\ll(\;;ﬂie
Transforms: difference (1) The Only s gn|f| Cant Cross- | nterval | | ne
correlation is at lag=0, that is
GDP with INV
1.0
5
00 =
- Confidence Limits
TR
8 1.0 -Coefﬂciem
6 -5 4 3 2 2 3 4 5 6
Lag Number
Transforms: difference (1)

Now we are ready to create the new variables deemed important by the ACF, PACF, and CCF.
Once they have been created in 17.4, the ARIMA regression can be run (17.5).
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Implicationsfor model specification

Theresult is saying to use first differenced transformations (from the ACF/PACF) with an
autoregressive component of 1 lag (from the PACF), and with no lagged cons or inv.

The eguation we had obtained after 17.2 was:
(GDP; - GDP.;) =a+ b* (GDP.; - GDP.,) + c*(Inv; - Invy;) + d*(Cons - Cons.;)

Because the cross-correlations for the first differenced observations showed a correlation only at
the O lag, there is no change to the model.

But, if the cross-correlation between GDP and the first and third lags of investment were
significant, then the model would be:

(GDPt = GDPt_l) =a+b* (GDPt_l S GDPt_g) + c* (l nvg - |th_1) + e*(l NV - |th.2) +
f*(Inves - Invi,) + d*(Cons - Cons.1)

Itisan ARIMA (1,1,0) model. ARIMA (1 lag used for autoregression, differencing levels
required=1, moving average correction=0). The cross-correlation does not figure explicitly into
the ARIMA. You haveto create new variables (see next section).

Where, (Invy; - Inv;) isal-lagged first difference, and
(Inves - Invyy,) isa3-lagged first difference, and

(GDP.; - GDP,,) isal-lagged first difference autoregressive component (because it is the lag
of the dependent variable; in a sense, we are regressing GDP on itself—thus the term “auto.”
And,

(Inv; - Invy) isaO-lagged first difference, and

(Cons, - Cons.4) isa0-lagged first difference.
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Ch17.Section4  Creating new variables (using time series
specific formulae: difference, lag, etc

The Sequence charts and PACF charts show us that the easiest and most efficient way to get rid
of the problem of unit roots/non-stationarity was to use the “first-differenced” transformations of
the original variables. This section explains how to create these new variables.

In chapter 2 we learned how to create new variables using COMPUTE, RECODE, and some
other procedures. Thereis asimpler way to create time series transformed variables. Using
TRANSFORM/CREATE TIME SERIES, severa variables can be transformed by a similar
mathematical function. This makes sense in Time series analysis because you will often want to
obtain the “differenced” transformations on many of the variables in your data.

Goto TRANSFORM/CREATE TIME I

SERIES e - =R
oo
The area“New Variable(s)” contains . E| J
the formulafor each new variable. [ |
M ] Funcioss Cancid |
The area”Function” allowsyou to | ] | —
choose the function used for creating : J
. . . Functon:
the variables listed in “ New :
Variable(s).” [D#esrce x|
Dutei 1 I
The bo>_< “ Ordq” allowsyou to Cueri Pariodicly: Kore
customize the time gaps used for
differencing/lagging/leading, etc
Let uslook abit closer at the optionsin | Functian:
the area function. IDiHHEHEE —

Seazonal difference
Centered moving average
Priar moving average
Running medians
Cumulative sum

Lead LI .

The most used functions are
“Difference” and “Lag.” The former
will create a new variable whose value
for 1985 is the value of GDP in 1985
minus the value of GDPin 1984. The
latter (“Lag”) will create a new

variable whose value for 1985 isthe ] ]
value of GDP for 1984. Choose the function “Difference.”

o |
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We want to obtain the first difference
of the three variables of which we
made PACFs and sequence charts (in
the previous two sections). Move these
variables into the box “New
Variable(s).”

Look at each item on the list. Each
itemisan equation. The left-hand side
variable (“cons_1,” automatically
named by SPSS) isthe new variable. It
is egual to the difference formula
(“=DIFF()") applied to the original
variable (“=DIFF(cons 1)”) with a 1%-
order of differencing. (The“1” after
“cons’ in the DIFF() formulaindicates
that first order differencing is taking
place).

Y ou may want to choose more intuitive
names for the new variables. Assume
that instead of “cons 1" you choose
“cons_fd” (where the “fd” stands for
“first-difference”). To do that, type the
new name into the box “Name” and
click on “Change.”

]
£l

Mesa v armbdsl:}

i T=DiFFigap |
rre_1=DAFFme 1]

M sl Fursiors
s |-:-.'-'r-_1

Furnction

el

I'll-ll-lr\- "
Oudec [1 i

Cunenl Paidicly  Hore

=l

S

canz
adp
I
PEar

Mew Yanable(s]:

cong 1=0IFF[conz 1)
gdp_1=DIFF(gdp 1)
ire_1=DIFF(irw 1)

Mame and Function
Mame: Icons_h:l

Function:

I Difference

Order: |1_ Sman; |1_

Curent Penodicity.  Mone
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The name has been changed.

Y ou can do the same for the other
variables also. After doing that click
on“OK.”

Note: Let's assume you want the
“second difference’ for one variable,
the “lag” for the second, and the “third
difference for the third. The way to do
thisisto click on the original function
in the box “New variable(s).” Go to
the area“ Function” and change the
function to “ Difference” or “lag” as
appropriate. Enter the order of
differencing (so, for third differencing,
enter the number “3” into the box
“Order”). Click on“Change.” Repeat
for the next variable.

After creating the new variables,
always go to DATA/DEFINE and
define each new variable. At the
minimum, define agood “Vaue
Label.”

The new variablesthat are created
using functions like “ Difference” or
“Lag” will have less observations than
that of the original variables. With

ree_1 =D FF(Ire 1] )

M anad Funcion

Mpme |coss_k

Fretior

|Dmence
Qe [1

Ciniinl PisSedy R

Define Yariable

Y ariable M ame; Im

— % ariable Dezcription
Type: Mumernc3. 1

Y ariable Label DIFF[COMS 1]
izzing Y alues: MHone
Alignmett: Right

— Change Settings

“First-Order” you will lose 1 Type.. | Migsing Values... |
observation, with Second-Order 2 — | —— |
observations, etc. See the picture below SRk S
for an illustration.
gdp cons inv cons_fd gdp fd inv_fd
1 108.0 6.0 30.0
2 107.0 750 302 -1.0 -1.0 2
3 112.0 8.0 314 3.0 a.0 1.3
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Ch 17. Section 4.a. Replacing Missing values

Y ou can use * Linear

Interpolation/Trend” to replace the —— e Vi s} o |

missing valuesin atime series e

variable, if you believe that the o ki1

variable follows alinear trend in the Ao |

time vicinity of the missing values. N T Cancel |
b |

To do so, goto DATA/REPLACE
MISSING VALUES. Choosethe
Method for replacing values and move o =S s
the variable with the missing values

into the area“New Variables.”

Alternate methods are shown on the Method: | Linear interpalation j
right. S of ¢ Series mean _
I Mean of nearby pointz
. ., UM b edian of nearby paints
Press “OK. | Lirear interpalation

Ch 17. Section5 ARIMA

Now we are ready to conduct alinear regression using our time series data set. The most often
used method isthe ARIMA (“ Auto Regressive Integrated Moving Average”’). The method
permits one to run alinear regression with the added provisos:

» Autoregressive (or lagged) components can be included as independent variables. For
example, for aregression in which (differenced) GDP is the dependent variable and we
believe that the differenced GDP from one period back is a causal factor behind the value of
this period’ s difference, then a one order autoregressive component should be included.

» Theregression can use “differenced” versions of the original variables.

« A moving average correction can be included. (Note: Moving Average is beyond the scope
of this book).
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Go to STATISTICS/TIME SERIES ECTTEE——— =

/ARIMA. o
el IB | :
G |[ani-:-|r|.' |
IE':':I K Ko il Flase:
irve_fd | ke perderdie |
ey Coreel
Hulp
ARIMA isoften written as I_.
ARIMA (p,d,q) withthe “p,”
“d,” and “q" being specified. : ||:
Save. | Ootions. |

Cumrent Periodicir.  Mone

Choose the dependent and independent | ARIMA

[x]

variables as shown on the right.

7 [

- - my_id Pt I

In 17.3 you learned how to determine if pea — |
lagged values of the independent
variables should be used in the ARIMA. _Cwen |
Suppose you found that you needed alag Help |
(say "1-lag of first differenced cons"). Medal
To incorporate this lagged variable, you
must first create the lagged variable dorngerion o [ e
using methods shown in section 17.4. Dfwwes o [0 -
Then, use this new variable as an Moving dwesge o [ b
independent variable in the ARIMA. ¥ rghude constent in modsd

Cunent Perodioly  Nore Sam. | _Opies.. |

Note: If you want to estimate the
coefficient of the“Time Trend,” then
include year as an independent variable.
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Choose the level of differencing. We
have chosen “1” (based on theresultsin o

sections 17.1b and 17.2.b). Now the com Id ] [+ Lo |
regression will use the differenced me_id

(5.1 ]

versions of each variable in the equation.

Note: Do not use the differenced
variables you created in the previous
section. Use the original “level” variables
as the independent variables. We think

SPSS does the conver sion
automatically.
Irciude constant in model
Choose the autoregressive order. —> T

Camend Papndioly.  Hore

Choosing one implies that a 1-period
lagged variable of the differenced GDP

will also be used as an independent Note: Moving Average correction is beyond the
variable. scope of this book.
Click on “Save.”
Choose as shown. st seve |
Crams Vaiablsy Praiok Dbl
. . = i e o Presdci | e en st Seidad Feragh Lail o
Click on “Continue.” I Brpdace calting " Preddicl thacagh
" Dipgol cosss B
The predicted variables will be ERE| “
predictions of the origina “level”
variables, not of the differenced or T Eatimgtion Peried i:
lagged variables. e
[Corsnm ] Concel | v |
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If you want (and have been taught the
theory and use of Moving Averages, then

enter avalue for the moving average). origy3 e L

(5.1 ]

o §
- "--:rl-.m ""| ;_H:: I
e |
_Hew |

Click on “Options.” {nelepardiantist
=

Miode >

Mdomgerie o [0 I

Difletirass @ [

Bocwing Avesage @ [0 o

¥ Irgiuds constant in model +

Cunend Perodicly. More Sam. | _ Qoo |
Choose as shown. ARIMA: Oplions — 4
Convengances Crlsss
SPSS uses Maximum Likelihood } swirvoam bmrations [20 Cancel I
Estimation (MLE) method for estimation [ =]
. Parameale changs loksants mn het
of the ARIMA. MLE runs an algorithm LI
several times, using as the starting point e [ -] =
_the sr_JI ution obtai r_led in the previous il Vol e Fox Eafiiat
iteration/run. Basically SPSSis Lkt i [ ke e
maximizing the value of afunction by
choosing the set of coefficient estimates Forecasting Method
that would maximize the function. Each ¥ Unconditional leas! squares
time, it uses the estimates obtained in the T Condlunal e sosin
previous iteration/run. We have asked &
SPSS to run the iteration a maximum of e~
20 times. Usually a solution would be
found within 20 iterations. L
™ [ritil and final paramelees with ilerstion summary

The “Parameter change tolerance” and
“Sum of squares change” provide criteria
at which SPSS should stop running more
iterations. Y ou can make these criteria
stricter by choosing lower numbers for Note: Choose "Fina parameters only" in the
these two. (Explanations of these criteria area"Display.” You areinterested only in
are beyond the scope of this book). the result of the final iteration/run of the

algorithm.

Click on “Continue.”
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Click on “OK."

—— [eperdan: '

cons_id 0E
Note: Maximum Likelihood Methods are pen. EI *:; lml

m_ THTR -
used. pmal h — |

I Carusil

Note: The ARIMA in SPSS does not |I| il —I
have an option for correcting for ”;""l
autocorrelation between residuals. But, hcded

because SPSS uses Maximum Likelihood

Estimation rather than Linear Regression g”:"m : F 1:

for the ARIMA, violations of the i

classical assumptions can probably be il e _l:'_ i
ignored. Remember that the classical e S

assumptions are relevant for linear JAL il Save.. |  Opions. |

regressions estimated using the L east
Squares approach.

MODEL: MOD_23

Split group number: 1 Series |length: 29

No m ssing data.

Mel ard's algorithmw Il be used for estimation.
Concl usi on of estimation phase.

Estimation termnated at iteration nunber 2 because: ) )
Sum of squares decreased by |ess than .001 percent. Telling us that a solution
was found.

FI NAL PARAMETERS:

Nurmber of residuals

Standard error 1. 4625021 Use these only if part of your coursework. The
Log likelihood -48. 504027 Log Likelihood or, more specifically, the "-2
Al C 105. 00805 Log Likelihood," can be used to compare across

SBC 110. 33687 models. Consult your textbook for details.

Anal ysi s of Variance:

DF Adj. Sum of Squares Resi dual Vari ance

Thisisthe
autoregressive
component

Resi dual s 24 51. 888236 2.1389124

Vari ables in the Nodelg

B SEB T- RATI O
AR1 -. 5096389 . 17882940 - 2. 8498611 . 00884025
CONS 1. 0577897 . 17338624 6.1007712 . 00000266
I NV . 6612879 . 38730423 1.7074120 . 10065195

CONSTANT . 5064671 . 37684807 1. 3439557 19153092

The foll owi ng new vari abl es are being created:

Significant if less than .1 (for 90% and .05 for
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Nare Label

FIT 2 Fit for GDP from ARIMA, MOD 23 CON

ERR 2 Error for GDP from ARIMA, MOD 23 CON
LCL 2 95% LCL for GDP from ARI VA, MOD 23 CON
UCL 2 95% UCL for GDP from ARI VA, MOD 23 CON
SEP 2 SE of fit for GDP from ARIMA, MOD 23 CON

Note: The new variables are predictions (and upper and lower confidence bounds) of the original
variables and not of their differenced transformations.

Interpretation of the coefficients: we have to reassure ourselves that our interpretation below is
correct

* AR for every 1 unit increase in the change of GDP between two and 1 periods back (that is,
for example, in GDP of 1984 - 1983) the effect on the change in GDP between the last period
and the current period (that is, for the same example, in GDP of 1985 - 1984) is"-.50." If the
difference in GDP between 1983 and 1984 increases, then the difference between 1984 and
1985 decreases.

 CONS: for every 1 unit increase in the change of consumption between the last and current
periods (that is, for example, in consumption of 1985 - 1984), the effect on the changein
GDP between the last period and the current period (that is, for the same example, in GDP of
1985 - 1984) is"1.05." If the difference in consumption between 1983 and 1984 increases,
then the difference between 1984 and 1985 decreases.

* INV: notethat the T isbarely significant at the 90% level (asthe Sig value = .10). For every
1 unit increase in the change of investment between the last and current period (that is, for
example, in investment of 1985 - 1984), the effect on the change in GDP between the last
period and the current period (that is, for the same example, in GDP of 1985 - 1984) is
"1.05." If the difference in investment between 1983 and 1984 increases, then the difference
between 1984 and 1985 decreases.

* CONSTANT: not significant even at 90% as the sig value is well above .1.

Ch17.Section6  Correcting for first order autocorrelation
among residuals (AUTOREGRESSI ON)

Theresiduals from aregression using Time Series data suffer from the problem of
Autocorrelation if the residualsin time period “T” are afunction of residualsin any other time
period. Why isthisa problem? Quite simply, it violates the classical regression assumption that
the residual s are distributed independently from each other and are random. The most often-
occurring type of autocorrelation isfirst order autocorrelation. Stepping away from our
avoidance of using equations, afirst order autocorrelation implies:

Residualsy = a* Residualsr; + ur
(where ur istruly random and uncorrelated with previous period values)
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The coefficient “a” iscalled “Rho.” In 7.1 we showed how to ask for the Durbin Watson statistic
(DW) from alinear regression. The easiest way to estimate “Rho” is by using this statistic.

Rho = (DW-2)/2

A second order autocorrel ation would be:
Residuals; = a* Residualsr.; + a* Residualsr., + ur
(where uristruly random and uncorrelated with previous period values)

To correct for this problem, we would advise using the ARIMA process described in 17.5 along
with any transformations that are necessitated to correct for autocorrelation. Consult your
textbook for these transformations.
Luckily, for first order autocorrel attion,160 SPSS offers an automatic procedure -
AUTOREGRESSION. Unfortunately, it isabit restrictive compared to the ARIMA because a
one-lag autoregressive component is automatically added, higher lag autoregressive components
cannot be added, and Moving Average correction cannot be incorporated. Still, you may find it
useful *®* and we devote the rest of this section to showi ng the procedure.

Go to STATISTICS/TIME SERIES : dvubetmgieaHon ] |

AUTORESGRESSION. Choosethe
dependent and independent variables.
(Note: We have chosen the first
differenced transformations of each
variable because here, unlikein the
ARIMA, SPSS does not provide for
automatic differencing). SPSS
automatically assigns a 1-lag
autoregressive component.

Choose the method for correcting for
first order autocorrelation. (Consult your
textbook for detailed descriptions of each
option).

Click on “Options.”

180 The correlation among the residuals may be of a higher order. The Durbin Watson statistic cannot be used for
testing for the presence of such higher order correlations. Consult your textbook for testing methods and for corrective
methodology. Unfortunately, asin other econometric procedures, SPSS does not provide for automatic testing. Itis
incredible that it still sells so much.

161 Especially because Moving Average corrections are rarely conducted rigoroudly.
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“Rho” isthe coefficient of the first-order
correlation. If you have an initial
estimate (you may haveit if you used
Linear Regression and got the Durbin
Watson statistic. Rho = ((DW-2)/2)).

Otherwise choose “0.”

The other options are the same as for the
ARIMA. Refer to 17.5 on how to choose
them. (Usually, choose the defaults).

Click on “Continue.”

Press“OK.”

Note: Y ou should click on “ Save’ and
choose options the same way asin the
ARIMA (see 17.5).

Autoregression: Dptions

Imitial walue of autoregressive parameter [Bho): n

— Corvergence Criteria
I'I 0

am =

b amirnurmn iterations:

Sumn of sguares change:

— Digplay
™ |nitial and final parameters with iteration summary

™ Initial and final parameters with iteration details

i iFinal parameters only

antinue Cancel |

Help |

COi [ependent ak
a1 . | adp_d —I
fi_1 | I Paste I
[ 1]
i |reckipirilard}s| Feel
kL1 vl —I
1 o b T |
o ] _Cancel |
ysai | Halp: I

B lnd

1% Ewach masmunieiood

" Cockiwr=Oacidi

™ FrasWirdsn

F Inchads cortant in modsl

d

Gave

The result is exactly the same as in the previous section (thisisan ARIMA(Z,1,0) model). The
only difference is that the algorithm corrected for first order autocorrelation.

Note: The STATISTICSTIME SERIESYAUTOREGRESSION procedure is almost a sub-set of
STATISTICS/ITIME SERIES/ARIMA. As such, we would advise you to use the latter because of

its greater flexibility in choosing:

» The degree of autoregression (for example you can use a variable that has two-period lags).

= Capability of ARIMA to incorporate Moving Average considerations.

» The need to create the differenced variables when using AUTOREGRESSION.
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Ch 17.Section7  Co-integration

SPSS does not have procedures for co-integration. In this section, we want to provide an intuitive
understanding of co-integration as a method for removing the problem of non-stationarity. Recall
that GDP and consumption were non-stationary (section 17.1 and 17.2).

300

200 -
- Consumption (in real
PR 1995 prices, $)

100 - - )
- Gross Domestic Produ

ct (in real 1995 pri

Investment (in real

0 1995 prices, $)

Yoy, Yo, Yo. o
% % % %

o, Yo
I

YEAR

Even though both series are non-stationary, can we find a relation between the two that is
stationary?162 That is, can we find a series that is calculated from GDP and consumption but
itself exhibits randomness over time?

For example:
GDP = intercept - 0.7* (CONS) + Residua

Or, Residual = GDP - intercept — (-0.7* (CONYS))
Theresidual may be stationary.
Note: Our explanation is extremely simplistic. Do not use it on an exam!

A sequence chart of the above variable is presented bel ow:

182 One condition is that both (or al) the variables should have the same level of integration. That is, the same level of
differencing should make them stationary. See 17.2 - we show that the variables all have the level of integration
of 1 asthe PACF of the first differenced transformations show no non-stationarity. We believe that the term “co-
integration” hasits rootsin this condition —“Co” (“all variablesin the relation...) + “integration(...have the
same level of integration”).
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New Series

-3
1970 1974 1978 1982 1986 1990 1994 1998
1972 1976 1980 1984 1988 1992 1996

YEAR

To take quizzes on topics within each chapter, go to http://www.spss.org/wwwroot/spssquiz.asp
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Ch 18. Programming without
programming

Never done programming? Afraid of or not interested in learning software code and coding? In
SPSS, you can use program without knowing how to program or write code! Asyou go through
this chapter the meaning of thiswill become clear.

SPSS has two programming languages:

Script. Thislanguage is used mainly for working on output tables and charts. Section 18.1
teaches how to use Scripts.

Syntax. Thislanguage is used for programming SPSS procedures. It isthe more important
language. Section 18.2 teaches how to use Syntax.

Ch. 18. Section 1. Using SPSS Scripts

Scripts are programs that provide tools that enable the saving of time in working on output tables,
charts, etc. To use Scripts you don't have to learn programming-- you can use Scripts written by
others. Some scripts are supplied with SPSS and were installed on your computer when you
installed SPSS.

Most Scripts work on SPSS output. So, to learn how to use Scripts, open an output file. (Or use
the one supplied with this document-- it is shown in the next picture).

= wage by zex age - 5P55 Output Mavigator

File Edit “iew Inzert Format  Statizticz  Graphs  Utilities Window  Help

= H SR % = o] Bk @ & ¢
«|o| +|=| @Ol =z 2
EI@ Graph - -

v ([ Asrea of median ince Er_
g Test
- ([ Area of mesn incon
HE Graph

- [l] Error bar of confide
HE Graph

e I‘HT| Errar bar of compar Sig.
&g t df  (2-tailed)

16

4| | »

2 itemz zelected [0 hidden/collaps |T |5P55 Processor iz ready | 4
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Lets open a Script file. Go to FILE/OPEN. Inthe area"Files of type" choose the file type "SPSS
Script (.shs)" as shown below. To locate the Script files, go to the folder " SPSS/Scripts/" on the
path SPSSisinstalled"®. (Or do asearch for files ending with the extension ".sbs.")

Open File
Look jn: Ia Scripts J _l !l _l soen TEEE
| Starter Make totals bold = S oript]

& S

Autozcrpt beans report Standardize within caz
Change =ig to

=] Rern syntax from noke

Frequencies footnote Rszquare max

= [ Remove labels Wl:nrkl:u:u:k
Clean navigatar
Global Run held out cases

| i

Filz name: IH emove labels —&I
—’» Files of type: ISF'SS Sernipt [# shs) j Easie |

Cancel |

Click on "Open." The Script file opensin anew window called the " Script Editor" as shownin
the picture below.

ee; remove labels - SP55 Script Editor [design]
File Edit “iew Scrpt Debug Statistice Graphe  Utlite:  Window  Help

=2 S = = Y M e e [

Proc: I[declalatluns] J

l 'Begin Description =
'This script deletes all row and column labels i1
'Fequirement: The Pivot Table wou want to change
'"End Description

'PURFOSE

'This script deletes all row and column labe.

]

The Script fileis basically aword-processing document in which text is written. The code starts
with the line "'Begin Description." The lines of code that start with an apostrophe are comments
that provide information to you on what the Script does and what requirements and actions it
needs from you. In the next picture | show the entire description and purpose of the Script
"Remove Labels."

163 | you used the default installation then the folder will be "C:\Program Files\SPSS\Scripts.”
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'Begin Description

'Thiz script deletes all row and column lasbels in the selected Pivot Table.
'Bequirement: The Pivot Table yvou want to change must bhe selected.

'"End Description

'PURFPOSE

'Thiz script deletes all row and column lasbels in the selected Pivot Table

Scroll down the page. You will seelines of text that do not have any apostrophe at the starting.
These are the lines of functional code. Don't try to learn or worry about understanding the
code™®.

Option Explicit 'A1]l wariables must bhe declarated hefore bheing usg
L i i i i e e e e e e e e el e e e e e e i e e i el

Sub HMain

'Declare wvariables here
Dim ok]jFPivotTable Az FPivotTakhle
Dim okhjltem Az IZpssItem

Actualy you don’t need to change anything or do anything to the code. You just "Run" (that is,
execute) it. To runthe code, first seeif the Script has any "Requirements” from the user. (Look at
the lines that begin with an apostrophe-- one of them may start with the word "Requirements.”)
This Script requires that the user first choose one output table (also called "Pivot" table). So, first
go to the " SPSS Output Navigator" window and choose one table. Then go back to the " Script
Editor" window and click on the icon with arightward-pointing arrow. Theicon is shown in the
next picture.

4

The code will run and perform the operationsit is designed to do-- it will delete al row and
column labels on all the tablesin the open output window.

Another way to run ascript-- go to UTILITIES/ RUN SCRIPT as shown in the picture below.

Litilities  Sfindow
YWariables.
File |nfo
Define Sets...
Ilze Setz.

v Auto Mew Caze

Fun En:ript...<l—
Menu Editar ..

The available scripts will be shown in the "RUN SCRIPT" dialog box as shown in the next
picture. When you click on the name of a script, its description will be shown under the box

1841t is based on the SAX BASIC language and is very similar to Visual Basic for Applications, the language for
Microsoft Office.
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"Description” on the right-hand side. Within the description area, play close attention to the
paragraph "Requirements.” In this case, you are required to choose one output table (also called a
"Pivot" table) and then run the script. So, first choose one table. Then, go to the Script window
shown below and click on "RUN." The Script will be executed.

Run Scnpt K E
Lok, jn: I {2 Scripts j | EF' it 2 D escription
1 Starter i ake totalz bold Script] This script deletes al ~ |
Autogeript Means repart Standardize within c IraDI;veEr;g chD;usl:gTecte q
Chanhge zigto p m§Fh3rru:|'-.-'e labels Wn:-rkl:n:n:nk Fivat T ahble.
Clean nawvigator Rerun suntax from note Filequirement: The
Frequencies footnobe Rsquare max Piwvat Table you want
S o to change must be
Global Run held out cazes selected

| =]

Filz name: Remove labels Fun

More Scripts: you can look for more Scripts at the SPSS web |ocations mentioned below. If you
find them useful, download them and use them. Early next year, | will be writing some Scripts.
Please provide me with some ideas for these Scripts.

http://www.spss.com/software/spss/scriptexchange/

http://www.spss.com/software/ spss/scriptexchange/#new

Ch 18. Section 2. Using SPSS Syntax

The use of Syntax is best shown with an example. Please work through the example along with
me. Open the sample datafile provided in the file you downloaded.

Go to GRAPHS/ LINE GRAPH. Choose the option "Simple" and " Summary of individual
cases." Click on"Define." The following dialog box opens.
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» Define Simple Line: Summaries for Groups of Cazes

— Line Represents

333_1 M of cazes % of cases oK
vy ' Cum. nof cases " Cum. % of cases Paste
&+ Other summary function Besst
Wariable: Cancel
| MEAN[zons]
[EfiatEe Summar.. hED

Categom Agis:

Template

[ Usze chart specifications fram: Titles...

Rz | Optiohz...

Choose the options as shown above. Now, instead of clicking on the button "OK," click on the
button "Paste.” Doing this automatically launches the " Syntax Editor" window and automatically
writes and pastes the code for the line graph you are planning to construct'®. The syntax window
is shown below.

il LLLLTL

g Syntax] - 5P55 Syntax Editor M=l E3
File Edit “iew Statistice [Graphs  Utlities Bun  Window  Help

Eld|S8| 8| o Ok #l »] 2|7 |

GRAPH
LINECSIMPLE)I=MEAM conz] BY year
| MISSING=REPORT.

As shown above, the code for the graph is written on 3 lines.

Just notice afew features:

- Variable names are in small case while all other codeisin capital case
- Eachline (apart from the first line) starts with the key "2."

- Thebunch of code ends with a period.

Thisisall you need to learn about the coding structure.

Two housekeeping steps to make your work more organized:

185 Note that the graph does not get constructed at this stage.
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1. Placethe cursor after the end of the code and hit "Enter" afew times. This provides empty
space between bunches of code thereby increasing the ease of reading and using the code.
(Thisis shown in the next picture.)

2. Savethe Syntax file-- go to FILE/SAVE AS and save it as a Syntax file (with the extension

".gps.)
SRAPH .
ALINE(SIMPLE)=ME AN(cons) BY yesr Place the cursor just -
MISSING=REPORT. after the period and hit
4 "ENTER" 3 or 4times
to create some empty
lines after each bunch
of code.

How does one use/execute the code? Using the mouse, highlight the 3 lines of code and go to
RUN / ALL (or RUN / SELECTION) or click on the icon with the right-arrow sign (shown in the
next picture.)

Try it out-- the graph is constructed.

Let's do another example. Make the same line graph as in the previous example, but thistime, in
addition, click on the button "Titles" (within the dialog box for line graphs) and enter titles and
footnotes as shown in the next picture.

Titles

Title Cantinue I

Lire 1: IEDnsumptiDn by incame

Cancel

Line 2 ||

i

Help

Subtitle: IIn rillions of dollars

Footnote
Line 1: I

Line 2 IB_I,I W Gupta

Click on"Continue" and then on "Paste." The code iswritten and pasted onto the Syntax file
automatically by SPSS. The code is shown in the next picture. (It isthe second bunch of code.)
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sRAPH
LIMNE[SIMPLEI=MEAM cons) BY year
MISSIMNG=REPORT.

ZRAPH
LLINELSIMPLEI=MEAM CcoOnz) BY yvear
MIZSING=REPORT
ITITLE= "Consumption by income'
FSUBTITLE= 'In millions of dollars'
FOOTHNOTE="""'By % Gupta'.

This time the code includes new lines that capture the titles and footnotes you wrote. To run the
entire code (that is, both the line graphs) choose both bunches of code and go to RUN/
SELECTION. To run only one bunch of code (that is, only one of the line graphs) choose one
bunch of code and go to RUN/SELECTION. (Do you now realize the importance of placing
empty lines after each bunch of code?)

After you paste every new bunch of code, go to FILE/SAVE.

One more good housekeeping strategy-- write some comments before each bunch of code. This
comment may include what the code does, who pasted it, the date, etc. To write acomment, start
the line with an asterisk (*) and end the line with an asterisk and then aperiod (*.). Thisisshown
in the next picture.

FThiz is the baze version of a line graph of consumption by year®. 4—
IZRAPH

LINE(SIMPLE 1=MEAM] cOnz) BY year

MIEEING=REPORT.

*Thiz wersion of the line graph adds titles and footnates*, 4-
IZRAPH

LINE(SIMPLE 1=MEAM] cOnz) BY year

MISZSING=REPORT

ITITLE= 'Conzumption by income'

FSUBTITLE= 'In millions of dollars'

FOOTHOTE="""By ¥ Gupta'.

Continue writing code thisway. Choose a procedure and click on the button "Paste" instead of
"OK." And continue...

18.2.a Benefits of using Syntax

Asyou use Syntax, you will notice its usefulness. Some major advantages of using Syntax are
listed below:
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1. Getting over any phobia/aversion to using (and maybe writing) software code. In genera,
becoming more confident with software technology.

2. Documenting al the work donein aproject. If you use the simple point-and-click windows
interface for your project then you will not have arecord of all the procedures you conducted.

3. Because the Syntax allows you to document all your work, checking for errors becomes
easier. With experience, you will be able to understand what the Syntax code says-- then
checking for errors becomes very easy.

4. The main advantage is the massive saving of time and effort. How does syntax do this?
Several ways, afew of which are listed below.

Replication of code (including using Word to assist in replication) allows you to save
considerable time (in using the point-and-click windows interface) as shown in the
example above.

Assume you want to run the same 40 procedures on 25 different files (say on data for
five countries). If the files have the same variables that you are using in the
procedures and the same variable names, then considerabl e time can be saved by
creating the Syntax file using one country's data file and then running the same code
on the data files of the other counties. In afollow-up chapter (‘Advanced
Programming in SPSS") | will show more ways to write time saving Syntax files.

Assume you have several files with similar data but with different variable names.
Create the syntax file for one datafile. Then, for the other datafiles, just replace the
variable names on the original Syntax file!

A frustrating situation arises when you have to redo all you work because of data or
other issues.'® SPSS can save an incredible amount of time as also the boredom
produced by repeating tasks.

After running some procedures, you may want to run them again on only a subset of
the datafile (see section 1.7 in my book), or separately for sub-groups of the data
(seech 10in my book). Syntax makesthis easy. If you have the syntax file for the
procedures you conducted on the entire datafile, then the same procedures can be
redone for the sub-group(s) of the data by first making the sub-groups(s) and then re-
running the code in the Syntax file.

18.2.b Using Word (or WordPerfect) to save timein creating code

Microsoft Word has an extremely powerful "Find and Replace" facility. You can use this facility
to save timein replicating SPSS code. In the earlier examples, | showed how to write code for a
graph of "Consumption" and "Year." Let's use Word to replicate the code for graphs of
"Investment” by "Year."

186 This may happen if you are provided a more accurate version of the data than the one you worked on for a few
weeks, or you have to change the choice of the dependent variablein all your regression models, or you used the
incorrect datafile, or (and thisis afrequent occurrence) you forgot (or were not informed of the need to) perform
some crucia data step like defining value labels or weighing cases.
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shown in the next picture.

Select the two bunches of code you "wrote" earlier. Go to EDIT / COPY. Open Microsoft Word
Microzoft Word - Document2
Ly

(or WordPerfect). Goto EDIT / PASTE. The SPSS code is pasted onto the Word document as

Eile Edit Yew Insert Format Tools Table wWindow Help

DEEHESRY | L@a<F 0.
Mormal

= Times Mew Roman

= 10

*

2
sy =

GRAPH

*Thiz iz the base version of a ling graph of conzumption by yegr®.
LIMECSIM
!

PLE)=MEA&AN(consY BY vear

Go to EDIT / REPLACE and choose the options for replacing "cons' and "consumption” by
"inv" and "investment," respectively. (See the next two pictures.)
Find and Replace

EE:
Find ~ Replace | o To |
Find whak: Il:l:uns j Find Mext
Cancel |
Replace with: Iimf| j Replace |
Replace Al *—
More # |
Find and Replace EHE
Find Replace | 50 To |
Find what: IchsumptiDn ;I Fird Mext
Cancel
Replace with: Iinvestmenﬂ ;I Replace |
Replace Al H—
Mare ¥ |
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Copy the changed text (all of it) and go to EDIT / COPY. Go back to the SPSS syntax file and go
to EDIT / PASTE. To run the two new bunches of code, choose the lines of code and go to RUN

| SELECTION.
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Theindex isin two parts:

INDEX

1. Part 1 hasthe mapping of SPSS menu options to sections in the book.

2. Part2isaregular index.

Part 1. Relation between SPSS menu options and the sectionsin the

book

Section that teachesthe

menu option

FILE NEW -

1 OPEN 11

" DATABASE CAPTURE 16

" READ ASCII DATA 12

" SAVE -

" SAVEAS -

" DISPLAY DATA INFO -

" APPLY DATA DICTIONARY -

" STOP SPSS PROCESSOR -
EDIT OPTIONS 15.1

" ALL OTHER SUB-MENUS -
VIEW STATUSBAR 15.2

" TOOLBARS 15.2

" FONTS 15.2

" GRID LINES 15.2

" VALUE LABELS 15.2
DATA DEFINE VARIABLE 12

" DEFINE DATES -

" TEMPLATES -

" INSERT VARIABLE -
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Section that teachesthe

menu option

DATA INSERT CASE, GO TO CASE -

" SORT CASES 15

" TRANSPOSE -

" MERGE FILES 13

" AGGREGATE 14

" ORTHOGONAL DESIGN -

" SPLIT FILE 10

" SELECT CASES 17

" WEIGHT CASES 13
TRANSFORM COMPUTE 2.2

" RANDOM NUMBER SEED -

" COUNT 24

" RECODE 21

" RANK CASES -

" AUTOMATIC RECODE 2.1

" CREATE TIME SERIES 174

" REPLACE MISSING VALUES 18,17.4.a
STATISTICS/ SUMMARIZE / FREQUENCIES 32.a
SUMMARIZE

" DESCRIPTIVES 33a

" EXPLORE 54

" CROSSTABS -

" ALL OTHER -
STATISTICS/ BASIC TABLES 6.1
CUSTOM TABLES

" GENERAL TABLES 2.3 and 6.2 together

" TABLES OF FREQUENCIES 6.2
STATISTICS/ MEANS -
COMPARE MEANS

" ONE SAMPLE T-TEST 34.b

. INDEPENDENT SAMPLEST- 5.5b

TEST
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Section that teachesthe

menu option
STATISTICS/ PAIRED SAMPLES T-TEST 4.3b
COMPARE MEANS

" ONE-WAY ANOVA 55.c
STATISTICS/ -
GENERAL LINEAR
MODEL
STATISTICS BIVARIATE 538 53b
/CORRELATE

" PARTIAL 5.3.c

" DISTANCE -
STATISTICS/ LINEAR 7 (and 8)
REGRESSION

" CURVE ESTIMATION 9.1la

} LOGISTIC [LOGIT] 9.1

" PROBIT -

" NON-LINEAR 9.1b

" WEIGHT ESTIMATION 8.2a

" 2-STAGE LEAST SQUARES 84
STATISTICS -

/ LOGLINEAR
STATISTICS K-MEANS CLUSTER 25
/ CLASSIFY

" HIERARCHICAL CLUSTER -

" DISCRIMINANT -
STATISTICS/ -
DATA REDUCTION
STATISTICS/ -
SCALE
STATISTICS/ CHI-SQUARE 14.2
NON-PARAMETRIC
TESTS

" BINOMIAL 14.1
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Section that teachesthe

menu option

STATISTICS/ RUNS 14.3
NON-PARAMETRIC
TESTS

" 1SAMPLEK-S 3.2e

" 2 INDEPENDENT SAMPLES 55d

" K INDEPENDENT SAMPLES 55d

" 2 RELATED SAMPLES 4.3.c

" K RELATED SAMPLES 4.3.c
STATISTICS/ EXPONENTIAL SMOOTHING, -

" ARIMA 175

" AUTOREGRESSION 17.6
STATISTICS/ -
SURVIVAL
STATISTICS/ DEFINE SETS 2.3
MULTIPLE SETS

B FREQUENCIES 2.3 (see 3.1.aa0)

" CROSSTABS 2.3
GRAPHS BAR 31,4151

" LINE 31,51

iy AREA 31,51

" PIE 3.1,41,51

" HIGH-LOW, PARETO, -

CONTROL

" BOXPLOT 3.3b,4.2,5.1.d

" ERROR BAR 34.a,43.a55.a

" SCATTER 5.2

" HISTOGRAM 3.2a

" P-P 3.2.b,3.2.c,3.2d

' Q-Q 3.2b,3.2¢c,3.2d

" SEQUENCE 17.1
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Section that teachesthe

menu option

GRAPHS TIME SERIES/AUTO 17.2
CORRELATIONS
" TIME SERIES/CROSS 17.3
CORRELATIONS
" TIME SERIES/SPECTRAL -
UTILITIES VARIABLES 1.2f
" FILE INFO 1249
" DEFINE SETS 19
" USE SETS 1.9
" RUN SCRIPT 18.1
" ALL OTHER -

Based on your feedback, we will create sections on menu optionswe
haveignored in thisbook. These sectionswill be available for download
from spss.org and vgupta.com. (We do not want to add sectionsto the
book becauseit is already morethan 400 pages.)

www.vgupta.com




Index

Index-6

Part 2: Regular

Index

28LS

2-Stage Least Squares

Access, in Microsoft Office

Add Cases

Add Variables

Adjusted R-Square

Aggregate

ANOVA

ANOVA (Output Table For Regression)
ARIMA

ASCII

Autocorrelation Function
AutoCorrelation Function, interpreting
Autofit, formatting tables

Automeatic Recode

Autoregression
Bar Graph

Basic Tables

Binomial (Non-Parametric Test)
Bivariate Correlation

Bivariate Correlation, interpretation

Borders, formatting in output
Boxplot

Boxplot, interpretation
Categorica Variables, explanation
Categorical Variables, Creating
Chi-Square (Non-Parametric Test)
Classification Table (Logit)

8-18
See29.S
16-2
13-1
13-4
7-11
1-20
5-46
7-9
17-29
12-1
17-10
17-34
11-6
2-17

17-1, 17-
34

3-2,4-1,
5-2

6-1

14-1
5-23
5-26

11-16, 11-
32

3-22,4-3,
5-15

3-22
2-2
2-3
14-4
9-7

Cluster analysis

Cointegration

Column Format
Comma-Delimited ASCII data

Comparative Analysis (Using Split File)
Comparing Across Groups (using Split

File)

Compute

Correlation

Correlation, Interpreting Output

Corrédation, Use In Diagnosing
Collinearity

Count

Count (Custom Table Option)
Create Time Series

Cross Correlation Function

Cross Correlation Function,
interpretation

Cumulative frequency
Currency datatype

Curve Estimation

Custom Tables

Datatype, in defining variables
Datatype, in reading ASCI| data
Database

Database Capture

Dbmscopy

Default Format Of Tables
Define Clusters by

Define Lines by

Define Sets

Define Variable

Descriptives

Diagnostics, regression
Differenced, creating

Down, in Custom Tables
Dummy Variables, Creating

Dummy Variables, explanation of

2-33
17-37
1-13
12-2,12-4
10-1

10-1

2-19
5-22
5-26
7-18

2-31
6-13
17-26
17-20
17-24

3-6

1-6

9-8

6-1

1-6

12-5
1-4,16-1
16-1

1-5
11-9,15-1
5-6

5-6

1-40

1-5
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Durbin Watson

Error Bar

Excel

Exclude (In Merging)
Explore

Extreme Values

Fields, in database capture
File Info

Filter

First-Order Autocorrelation
Fixed-Column, in reading ASCI| data

Fonts, Data Sheet View
Fonts, formatting output

Footnotes

Format, axis
Format, chart

Format, footnotes

Format, legends

Format, output table

Format, titles

Frequencies

Frequencies, interpretation
Genera Tables

Graphs (Bar, Line, Area Or Pie)

Graphs, custom criterion for summary
function

Gridlines, formatting in output
Gridlines, View On Screen
Group Total, in Custom Tables
Heteroskedasticity

Heteroskedasticity, Intuitive
Explanation

Histogram

Homogeneity Of Variance, Testing For
If, in SELECT CASE

Independent Samples T-Test

17-34

3-24, 4-5,
5-40

1-3

13-4
5-30
5-32
16-3
1-18

See select
cases

17-34
12-2,12-6
15-4

11-8

11-8, 11-
15,11-33

11-37
11-18

11-15, 11-
33

11-35
11-1
11-33
3-9
3-11
2-33

3-2,4-1,
5-2

5-12

11-16
15-4
6-4

7-16, 7-
21,8-5

81

39

5-46
1-32
5-42

Irrelevant Variable Bias

Irrelevant Variable Bias, Intuitive
Explanation

Key Variable, in Merging
Keyed Table, in Merging

K-Independent Samples Non-Parametric
Test

K-Means Cluster

Kolmogorov-Smirnov Test for
Normality

K-Related Samples Non-Parametric Test
Kurtosis

Labels, Viewing In Output

Lag

Linear Interpolation, in replacing
missing values

Linear Trend, in replacing missing
vaues

Logistic

Logit

Logit, Interpretation

Logit, Why And When To Use
Mathematical functions built-into SPSS
Maximum Likelihood Estimation

Measurement Error

Merge Files
Missing values, specifying/defining

Mis-specification

Mis-specification, Intuitive Explanation

Mixed chart, combination of
bar/line/area

MLE
Moving Average

Multicollinearity

Multicollinearity, Intuitive Explanation
Multiple Response Sets, Creating

Multiple Response Sets, Using For
Custom Tables

7-16, 7-
20, 8-22

8-2

13-6, 13-8
13-6, 13-8
5-50

2-33
3-18

4-12
3-12
15-2

12-1, 12-
20

17-29

17-29

See Logit
9-2

9-7

9-2

2-22

See MLE

7-16, 7-
20, 8-23

13-1
1-11

7-16, 7-
19,811

81
11-23

17-30

7-16, 7-
18, 8-3

81
2-25
2-30
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Multiple Response Sets, Using For 2-29 Sequence graphs 17-4
Frequencies Sig Vaue, interpreting 3-19, 3-26
Non-Linear Estimation 9-1 Simultaneity Bias 818
Non-Parametric Testing 3-18, 4-
12, 5-23, Sort Cases 1-28
5-50, 14-1 Spearman’ s Correlation Coefficeint 5-26
Non-Parametric Tests (When To Use) 5-23, 5-50 Split File 10-1
Non-Stationarity 17-1 Stem And Leaf See
Numeric data type 1-6 Explore
Observations number, reducing 1-28 String data type See Text
Omitted Variable Bias 7-16, 7- Syntax 18-4
20, 8-22 SYSMIS, System Missing 2-3
One Sample T-Test 3-25 Tab-Delimited ASCI| text data 12-2,12-3
One-Way ANOVA 5-46 Tablel ook 11-9, 15-1
One-Way Merge 13-8 Tables Of Frequencies 6-12
Options (Default Settings) 151 Tables(In Database) 16-1
Organizing Output By Groups 10-2 Testing For Normality 3-8, 3-17
Outliers 3-23,4-15 Text data type 1-6
Partial Autocorrelation Function 17-16 Time Series 17-1
Partial Correlation 5-27 Totals (in Tables) 6-3
Partial Plots (To Check For 7-10 Transforming, rowsinto columnsin 11-5
Heteroskedasticity) output
Pearsons Correlation Coefficient 5-22 T-Test (For Regression) 7-11
P-P 3-13 T-Test for comparing means 3-25, 4-9,
P-value See 9¢g >42
Value Two-Way Merge 13-6
Q-Q 313 Unit Roots 17-10
Randomness (Testing For) See Runs Univariate analysis 31
Test
Use Sets 1-40
Read ASCII Data 12-1 o
User Missing 2-11
Recode, Into New Variable 2-3 )
Using All Cases 1-34
Recode, Into Same Variable 2-12
Value Labels 1-16
Reducing humber of observations 1-29 o
Vaue Labels (Viewing On Data Sheet) 15-4
Regression 7-1,81 o
Vaue Labels, Viewing In Output 15-1
Regression, Interpreting Output 7-10 ]
Variable Label 1-14
Replace Missing Values, for time series  17-29 ] o
Variable Label, Viewing In Output 15-1
Replace Missing Values, general 1-40 ]
Weight Cases 1-19
RUN SCRIPT 18-3 ) o
Weight Estimation 8-9
Runs Test 14-10 ) o .
Weight Estimation, interpretation 8-10
Scatter Plots 5-16 ) o
White's Test (For Heteroskedasticity) 7-21
Scripts 18-1
WLS 8-5
Select Cases 1-32
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WLS, interpretation 8-8
ZPRED 7-9
ZRESID 7-9
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