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In the decade since the publication of the first edition of this guide (Levine, 1991), and despite the de-
velopment of several more specialized statistical techniques, analysis of variance (ANOVA) contin-
ues to be the workhorse for many behavioral science researchers. This guide provides instructions
and examples for running analyses of variance, as well as several other related statistical tests of sig-
nificance, with the popular and powerful SPSS statistical software package (SPSS, 2001). Although
other computer manuals exist describing the use of SPSS, none of them offer the program state-
ments required for the more advanced tests in analysis of variance, placing these needed programs
out of reach. This manual remedies this situation by providing the needed program statements, thus
offering more complete utilization of the computational power of SPSS. All of the programs in this
book can be run using any version of SPSS, including the recently released Version 11. (SPSS is cur-
rently available for a variety of computer system platforms, including mainframe, Windows, and
Macintosh versions.)

SPSS for Windows has two methods by which analyses can be conducted: either through the
pull-down menu method, in which you point with and then click the mouse (which is henceforth re-
ferred to as point-and-click or PAC), or by writing programs. These programs are called syntax and
include the commands and subcommands that tell SPSS what to do. Mainframe applications only
use syntax. The personal computer packages for SPSS use both syntax and PAC (the exception be-
ing the student version for Windows, which lacks many advanced analyses and does not use syntax).
To be able to describe the full spectrum of available analyses and address the needs of the widest
number of users, we focus more heavily on syntax, while still including examples for PAC. An addi-
tional reason for stressing syntax rather than PAC is that mistakes in the former are more easily rec-
ognized and corrected, assuring the user of the validity of the analysis being performed. The
principle motive, however, is that there are useful analyses that cannot be performed through cur-
rent PAC menus (e.g., simple effects).

PAC methods, however, are not slighted. Generally, these too are fully described (albeit com-
paratively briefly, as befits their lesser capabilities), typically at the end of each chapter. (An excep-
tion is chap. 2, where including PAC methods at the ends of the various subsections, e.g., data entry,
data importation, saving data, and printing data, made more sense.) Those users intending to use
only PAC methods may choose to go directly to those sections.

There are a number of separate programs included within SPSS that are available for ANOVA
analyses. These include the ONEWAY, UNIANOVA, GLM, and MANOVA programs. Although
portions of the text cover each of these programs (where appropriate), we chose the MANOVA pro-
gram for primary explication throughout the book, because we find it maximizes the joint criteria of
flexibility, power, and ease of use. We find, for example, that there are no analyses of variance tests
that cannot be conducted one way or another by MANOVA, whereas the same is not true for the
other programs. A seeming disadvantage of the MANOVA procedure, however, is that it is the only
one currently unavailable through PAC. Because we feel that PAC methods are useful only for the
simplest of analyses, this is not viewed as a shortcoming.

Preface
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USING THIS BOOK

Readers will generally find complete sets of commands that can be directly applied to their desired
analyses, with only the variable names or number of levels of factors having to be changed. The re-
quired syntax modifications for making these changes are discussed and illustrated in detail. In addi-
tion, methods of combining program syntax for performing several analyses in the same program
are presented.

This book will be very useful to readers who already have or who are in the process of acquiring
a substantial background and knowledge of the basic concepts of the ANOVA technique. Thus, the
intended audience includes practicing researchers and data analysts, as well as advanced undergrad-
uate and graduate students who are learning analysis of variance, for whom the book can readily
serve as a supplement to their primary textbook. The authors believe that, before relying on any
computer program, you should thoroughly understand what the computer is (or should be) doing
with the data. This basic knowledge is essential for properly applying the data to test the desired ef-
fect, for understanding the output, and for confirming that the output is plausible and rational. Al-
though this book provides cursory explanations of most ANOVA concepts, such as planned
contrasts, interactions, power, and so forth, we do not attempt to provide thorough coverage of
these ideas. A full explication of these concepts may be found instead in standard statistics textbooks
describing ANOVA. Such textbooks almost always also feature complete coverage of the computa-
tional steps you would follow if you wished to conduct an ANOVA or any specific variant with cal-
culations using a hand calculator or spreadsheet program. Thus, the book is profitably used
simultaneously with coverage of an ANOVA textbook, which typically provides little on computer
applications.

Alternatively, the book can be used as a reference work or handbook for those users with a
working knowledge of ANOVA who need specific instructions in conducting specialized analyses,
such as interaction contrasts in mixed two-factor designs. To facilitate this use, Table P1 indicates
where each type of analysis (e.g., simple comparisons) can be found for each type of design (e.g.,
mixed two-factor design).

WHAT’S NEW

The first edition of this book was the first to offer the needed syntax for such analyses as interactions
of contrasts, simple contrasts in multifactor designs, and other advanced tests people are likely to
use in multifactor designs. However, some of that syntax is now out of date. In this second edition
we have updated the old syntax to keep this material available. The authors acknowledge their debt
to Gustav Levine for working out the syntax for the first edition (Levine, 1991).

In addition, the second edition of the book has been completely reorganized to provide all anal-
yses related to one design type within the same chapter. Moreover, more examples of output and
how to interpret that output are provided. We have also expanded the coverage of several topics, in-
cluding analysis of covariance and mixed designs. Furthermore, we have added chapters on designs
with random factors and multivariate designs. We have also included a CD-ROM with all of the
data sets used in the book, as well as data sets to be used with the exercises found on the CD-ROM.
Finally, we have made the simpler analyses easier to perform by explaining and illustrating the use of
PAC SPSS, which offers a visually intuitive context for the less exhaustive analyses, as well as includ-
ing a chapter detailing the syntax that PAC uses.

CONTENT

Chapter 1 introduces the guide and conventions used throughout the book. Chapter 2 is a basic
chapter for people not already familiar with SPSS. It provides both the syntax and PAC sequences
to read in data and perform simple data transformations (e.g., compute new variables). It is then
possible to read or refer to the remaining chapters independently. Each of the next seven chapters (3

x PREFACE
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through 9) focuses on a particular type of ANOVA design and includes the commands for the types
of tests that are available for that design. In these chapters, as with all chapters, most of the syntax
programs presented are followed by annotated printout and information on how to interpret and re-
port the output. Chapters 3 through 5 deal with between-subjects designs, where all the factors vary
between the subjects. The three chapters deal with, respectively, one-factor, two-factor, and three or
more factor between-subjects designs. Each chapter also discusses the kinds of specialized analyses
(e.g., planned contrasts, trend analyses, simple effects) appropriate to that design. The next two
chapters, 6 and 7, deal with within-subjects (or repeated measures) designs, where each participant
receives exposure to more than one condition. Chapter 6 deals with one-factor within-subjects de-
signs and two or more factors are covered in chapter 7. Chapter 8 deals with the two-factor mixed
design, in which one factor is between subjects and the other is within subjects; chapter 9 considers
three- or more factor mixed designs.

The remaining chapters deal with a number of topics related to ANOVA that are of special in-
terest. Chapter 10 discusses analysis of covariance (ANCOVA) and chapter 11 explains designs con-
taining random factors, including more information on within-subjects designs and ANCOVA
using a specialized one-line-per-level approach. Chapter 12 introduces multiple true dependent vari-
ables and uses the multivariate capabilities of MANOVA and GLM. Finally, chapter 13 describes
the syntax for the UNIANOVA and GLM programs, designed for those users who prefer them to
MANOVA for their specialized analyses.

Although some later chapters make reference to concepts learned in earlier chapters, chapters 3
through 13 have largely been written with just enough redundancy so that it is not necessary to go
through the entire book when dealing with a single design or a single type of test. Thus the guide is as
readily used as a handbook or reference manual as it is as a textbook. Each chapter concludes with
coverage of the PAC methods available from SPSS for Windows (Version 11).
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This book explains how to perform numerous variants of a certain type of highly useful and com-
mon statistical analysis called analysis of variance (frequently shortened to ANOVA) using the SPSS
computer software package, one of the most widely used and taught statistical software programs.
As mentioned in the Preface, SPSS is available for several different platforms, including Windows,
mainframe, and Macintosh versions, and knowledge of how SPSS is to be accessed is necessary and
will not be provided here. It is assumed instead that the user will obtain the necessary information to
access SPSS at the site where the program is to be run.

CONVENTIONS FOR SYNTAX PROGRAMS

The syntax programs provided in this book can be run on any of the previously mentioned computer
platforms (except the student version of Windows, which does not allow syntax programming). The
creation and editing of SPSS syntax programs depends on the platform and, for mainframe users, on
the details of the installation and operating system. For Windows users, creation and editing of
SPSS syntax programs is described near the end of the present chapter. Each syntax program pre-
sented is followed by an explanation of the different lines (or commands) in the program. The fol-
lowing conventions are used in this book when presenting syntax programs: The program com-
mands and SPSS keywords are all presented in capital letters (however, they do not actually need to
be typed as capital letters in order to operate properly).1 The parts of any command or subcommand
that are specific to a data set or analysis, in contrast, are all in lower case letters. It is assumed that a
<RETURN> (or <ENTER>, depending upon the keyboard) will follow each command (i.e., pro-
gram statement). These <RETURN>s are omitted in all figures in the book.

The numbers in the figures that precede each of the program statements are line numbers and
are there only for reference within this text—you should not type them in. A lowercase o next to a line
number indicates that that line is optional; if there is a lowercase d next to a line number, that line is
also optional, but highly desirable.

A syntax program generally consists of both commands and subcommands and the specifica-
tions for each. In SPSS, any information that begins in the first column of a line begins a new com-
mand. Thus, any command that continues beyond one line must be indented (typically two or more
indented spaces are apparent to the programmer). Subcommands always begin with a forward slash
(/ ). They can follow on the same line as the command to which they refer or be put on separate lines

1Using SPSS and Using This Book

1

1
1For the sake of economy, the initial word of every command, subcommand, or keyword in SPSS can be safely abbrevi-

ated to the first four characters. Thus, a keyword introduced in the next chapter is “DIFFERENCE”, which could be abbre-
viated as “DIFF”. In this book, however, the full spelling is always used.



(as long as you indent on every new line). (Note that it is usually clearer to put subcommands on sep-
arate lines, as is the convention in this book.) SPSS commands and subcommands and their place-
ment will become clearer as you see more examples in this book. In the programs presented here,
SPSS commands end with a period; if a command is followed by a series of subcommands, the pe-
riod is placed after the final subcommand. On some mainframe programs, this command terminator
is not used. Check with your local mainframe staff about this. SPSS for Windows commands must
end with a period.

Within the text descriptions of the programs, when we refer to a specific command or sub-
command keyword, we capitalize and put it in double quotes. An exception is when we refer to
something the programs do (e.g., MANOVA) rather than referring to them as a command: In the
former case we simply capitalize. We also put any wording that is a direct quote from the output in
double quotes (using the same combination of cases seen in the output). We use single quotes when
we are referring to specifications for a command (or subcommand) that refers to some specific vari-
able(s) in your data set. When we refer to commands in PAC, we use the exact combination of cases
that is seen on the screen.

CREATING SYNTAX PROGRAMS IN WINDOWS

For Windows users, we describe how to create syntax programs here. First, open SPSS by clicking
on its icon (and if necessary clicking cancel or the � at the top of the screen shown in Fig. 1.1).

To begin writing syntax, click on File, then New, then Syntax (in future discussion, such click se-
quences will have a long dash between click options of the menus, as in File–New–Syntax), as seen in
Fig. 1.2.

2 1. USING SPSS AND THIS BOOK

FIG. 1.1. Opening window when SPSS for Windows is accessed.



This will open up a new syntax window that looks like the one in Fig. 1.3.

You may now begin typing in the commands and subcommands that comprise SPSS programs
into the window, as described in the following chapters. Assume that the three lines seen in Fig. 1.4
were typed in by you, and constituted all that you wished to enter. You would then click on
Run–All, as pictured in Fig. 1.4, to obtain the data analysis (you could also highlight all of the text
and then click on the small arrow seen near the right side of the toolbar in Fig. 1.3).

CREATING SYNTAX PROGRAMS IN WINDOWS 3

FIG. 1.2. Opening a new Syntax window.

FIG. 1.3. Blank Syntax window.



The remaining chapters use these conventions and syntax to ready data for analysis and to con-
duct the analysis by ANOVA or related techniques.

4 1. USING SPSS AND THIS BOOK

FIG. 1.4. Using Run–All.



Before any data can be analyzed by SPSS with the technique termed analysis of variance (ANOVA),
the data to be analyzed must be introduced to, or entered into, SPSS. Subsequent chapters explain
how to perform the several variants of ANOVA presuming that the data are already entered. This
chapter’s focus is to provide information on how to get the variables into SPSS beforehand.
Methods for reading in or directly entering the data are described, as well as those for performing
simple data transformations (e.g., computing an average).

READING IN DATA WITH SYNTAX

Before examining the syntax in Fig. 2.1, the reader is strongly advised to reread the syntax conven-
tions discussed in the previous chapter. For example, the line numbers are not to be typed in.

2 Reading in and Transforming Variables
for Analysis in SPSS

FIG. 2.1. (Continues)

5



The first statement in Fig. 2.1, “TITLE”, is an optional command (i.e., it is perfectly acceptable
to leave it off; note the o beside the line number) that allows the user to specify a title in the printout.
You decide what the title should be. In this example, ‘a one-factor anova design’ was used. The title
does not in any way affect the analysis. It will simply appear at the top of each page of the printout.
The space between the command “TITLE” and the actual title is required. If you wish to use a long
descriptive title, you may continue the title on the next line. To do this, simply indent the second line
one space. However, SPSS will only repeat the first 60 letters of the title at the top of every page. Ad-
ditional descriptive information can be added to the top of every page with the “SUBTITLE” com-
mand. The “SUBTITLE” command is placed on the line following the “TITLE” command, with the
actual subtitle separated from the “SUBTITLE” command by a space as follows:

SUBTITLE example from chapter 2 of Page et al.

By default on many platforms, SPSS prints the results or output of your requested analyses on
lines that are 132 characters wide. The optional command on line 2 reduces the size of the output to
80 columns, which will make it easier for you to see the entire output on your computer screen and,
moreover, the output will fit on an 8.5- × 11-in. piece of paper. In SPSS for Windows, this control
over output size is given on Edit–Options–Viewer (or Draft Viewer); then click the desired alterna-
tive on Text Output.

Entering Data with the “DATA LIST” Command

One of the most crucial steps in programming is telling the statistical package how to “read” your
data file. There are several ways to do this, including, in Windows, typing values directly into the
Data Editor Window, which is described later. The most general method, available to both
nonWindows and Windows users, is through the use of syntax, specifically the “DATA LIST” com-
mand on line 3 in Fig. 2.1, which tells SPSS (a) where the data are and (b) what value to give each
variable (or measure, or score) for each participant. If you have a very small data set, you may want
to type the data within the SPSS program, as was done in the example of Fig. 2.1. If your data set is
large, however, you may prefer to type the data in another file called an external file (a separate file
of just data), which you will read into the program with the “DATA LIST” command, to be de-
scribed later in this chapter.

The first example, however, assumes that the data are within the SPSS program, as in the exam-
ple in Fig. 2.1. As seen in line 3, the command “DATA LIST” is followed by a keyword describing
the type of format of the data, “FIXED” or “FREE” (more on this later). This line is followed by a
subcommand (here in line 4; recall, however, that subcommands need not be on different lines) that
provides the names you wish to give the variables and, for “FIXED” format, their column locations.
Thus, this subcommand will tell SPSS which variables are in which columns for “FIXED” or in
which order for “FREE”. In this example of “FIXED”, as will be explained in more detail later, line
4 specifies that the variable to be called ‘facta’ is in column 1 and the variable to be called ‘dv’ is in
columns 3 and 4. Because, in this example, the data are included in the program, the “BEGIN
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DATA” command on line 5 is used, followed by all of the data in lines 6 through 20 (in the columns
or order specified on the “DATA LIST” command), followed by the “END DATA” command in
line 21.

“FREE” or “FIXED” Data Format

The data format can be “FIXED” or “FREE”. “FREE” format data indicates that each partici-
pant’s score on each variable will be separated by one or more blank spaces. Furthermore, scores on
a given variable may be located in different columns for different participants. However, the meas-
ures must be entered in the same order for all participants. Following is an example of a “DATA
LIST” command for “FREE” format. To be particularly clear here, the blank spaces in the data are
indicated with a “^”:

DATA LIST FREE
/id age m1 m2 m3.

So for the following data:

142^48^4^^16^7
78^^24^1^2^^33

SPSS will understand that, for the first participant (i.e., the first line of data just presented), the vari-
able you wish to call ‘id’ is to have the value 142, the variable you want called ‘age’ is to have the
value 48, that he or she is to get a 4 on the variable you want called ‘m1’ (perhaps shorthand for
“Measure 1”), a 16 on ‘m2’, and a 7 on ‘m3’. For the second participant (second line of data), the
participant’s ‘id’ is 78, his or her ‘age’ is 24, and he or she got a 1 on ‘m1’, a 2 on ‘m2’, and a 33 on
‘m3’. (Note that there is inconsistently more than one space between scores; this is completely per-
missible with the “FREE” data format.)

Names you wish to give to variables can have no more than eight characters and they cannot be-
gin with a number. Additionally, there are some sets of letters that can form keywords for some
commands and, therefore, must be avoided as names. The sets of letters that you cannot use as vari-
able names are the following: ALL, AND, BY, EQ, GE, GT, LT, LE, LT, NE, NOT, OR, TO, and
WITH. Ideally, the variable names should also be mnemonic, easily recognized by you later. For ex-
ample, if the first variable in the data file represents a participant’s identification number, you might
call that variable ‘subjid’ or ‘id’. The program must be consistent in the use of the names in the
“DATA LIST” and other later (e.g., “MANOVA”) commands referring to the same variables.

“FIXED” is the other common data format. It is the default and thus the keyword “FIXED”
does not actually have to be typed in if your data are in “FIXED” format. “FIXED” format means
that the data are organized so that each variable is stored in a particular column (or columns). In this
format, the subcommand contains an ordered list of the variable names you wish to use, each fol-
lowed by the specific column or a successive series of columns where that variable is found. The col-
umns containing a specific measure must be the same for all participants. Here is an example:

DATA LIST FIXED
/id 1-3 age 4-5 m1 6 m2 7-8 m3 9-10.

Note that each variable is followed by a single digit or series of digits. The ‘6’ following ‘m1’, for ex-
ample, tells SPSS that ‘m1’ can always be found in column 6 for every participant. In contrast, ‘id’,
‘age’, ‘m2’, and ‘m3’ are more than single digit variables; the first number following each refers to the
column containing the first digit of the variable and the final number refers to the column containing
the last digit of the variable. These are separated by a dash (‘-’) in the subcommand. Thus, ‘id’ is in
columns 1 through 3 and ‘age’ is in columns 4 through 5. Thus, for the following data:

14248416^7
^78241^233
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the first participant’s ID number is 142 (first 3 columns), his or her ‘age’ is 48, and he or she got a 4 on
‘m1’, a 16 on ‘m2’, and a 7 on ‘m3’. For the second participant (i.e., second line of data), the ‘id’ is 78,
the ‘age’ is 24, and ‘m1’, ‘m2’, and ‘m3’ are 1, 2, and 33, respectively. Note that, when a variable is de-
clared by the “DATA LIST” to have more than one column, but a certain participant has a value that
requires less columns than specified, the columns to the left are blank. For example, whereas ‘m2’ has
columns 7 through 8 devoted to it, the second participant’s value is only one column long, the value 2.
The initial column (i.e., 10’s place) is therefore left blank (this process is called right justifying).

If a variable beginning in, say, the sixth column was called ‘m1’, the seventh column ‘m2’, and
the eighth ‘m3’, you could refer to the column numbers just once, as with:

/m1 m2 m3 6-8.

or

/m1 TO m3 6-8.

If the variables took up more than one space, but all took up the same number of spaces, the same
economy of space indication would be possible. For example:

/k1 k2 k3 10-15.

or

/k1 TO k3 10-15.

would mean that the variable ‘k1’ is in spaces 10 and 11, ‘k2’ is in 12 and 13, and ‘k3’ is in 14 and 15.
The following three subcommand lines tell SPSS the same thing and are interchangeable:

/id 1-3 age 4-5 m1 6 m2 7 m3 8 iq 24-26.
/id 1-3 age 4-5 m1 m2 m3 6-8 iq 24-26.
/id 1-3 age 4-5 m1 TO m3 6-8 iq 24-26.

The “TO” shortcut is an excellent shortcut to enter a series of variables whose names differ only by the
sequential number at the end. (In subsequent commands, the “TO” keyword can be used in a different
way, as a shortcut to identify variables that were sequentially named on the “DATA LIST” or later
created with transformations. For example, suppose the “DATA LIST” creates data in this order: q2,
x, v3, iq, v4. Then ‘q2 TO v4’ can be used in later commands to refer to this set of successive variables.)

Look back at Fig. 2.1, beginning with line 6, and observe the succeeding rows. The first number
in each row ranges between 1 and 3; that is because there are three values to the variable called
‘facta’. The first five participants (each having a separate line) are in the first value or “level” of
‘facta’, the next five are in the second level or group, and so on. The second number for each partici-
pant refers to that participant’s score on the dependent variable, called ‘dv’.

Some Special Cases

You can leave blank spaces between the numbers in “FIXED” format; just be sure to skip the
same columns each time and be sure to identify the correct starting columns for your variables. Oc-
casionally, you might have a string (i.e., text, word, or alphabetic) variable, in which the value is not
a number, but a letter or string of letters. For example, imagine that you have recorded gender in the
data in column 7 as M or F, rather than, say, 1 or 2. In this case, you would follow its name in the
subcommand with an “(a)”, that is, ‘gender (a) 7’.

Sometimes you may have a variable that inherently contains a decimal place but you have not
actually typed the decimal place in the data. In this case, you may identify the number of decimal
places you wish the variable to have in parentheses in the subcommand (e.g., ‘gpa 8-10(2)’). This
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would tell SPSS that the variable ‘gpa’ is found in columns 8 through 10 and that columns 9 and 10
should be considered decimal places. For example, if you entered 347 for a participant in columns 8
through 10 and read it using the above format, the computer would read this as 3.47. Alternatively,
you may choose to type the decimal place itself right into the data (e.g., type 3.47 into the set of data,
rather than 347). Then, just allow an extra column for the “explicit” decimal place in the “DATA
LIST” (e.g., ‘gpa 8-11’ instead of ‘gpa 8-10’). This alternative allows different participants to have
different numbers of decimal places.

Another possibility is that you have more than one line of data per participant. For example, if
your data were in “FIXED” format but you had data for each participant on three successive lines,
you would use:

DATA LIST FIXED RECORDS=3.

If this was the case, the “DATA LIST” command would be followed by multiple subcommands,
each starting with a successive (line) number, telling the location of the variables for that line of data
in the data file. For example, with ‘RECORDS=3’ you might have:

/1 facta 1 m1 to m6 2-7
/2 m7 1 m8 4-5 m9 6
/3 iq 1-3.

In this example, the participant’s ‘facta’ is found in column 1 of the first line of the three lines of
data each participant has. Variables ‘m1’ through ‘m6’ are found in columns 2, 3, 4, 5, 6, and 7, re-
spectively, on the first line of data as well. On the second line of each participant’s data, ‘m7’ is in
column 1, ‘m8’ is in columns 4 through 5 (note that nothing useful for this program is found in col-
umns 2 through 3) and ‘m9’ is in column 6. Then, on the final line of each participant’s data, ‘iq’ is
read in from columns 1 through 3. If you have only one line of data per participant, only one
subcommand is used and you do not need the line number. Of course, if the multiple record data are
in “FREE” format, no column numbers are necessary.

SYNTAX FOR USING EXTERNAL DATA

If the data are already stored on the computer in an external file, you have to identify your data file
so that it can be retrieved and used by the program. To do this, add the “FILE” keyword to the
“DATA LIST” command. (The specifications “FREE” or “FIXED”, “RECORDS”, and “FILE”
can be in any order.)

DATA LIST FILE=exmp1
/facta 1 dv 3-4.

In the example just presented, the name of the previously created data file to be analyzed is
‘exmp1’. In this case, you would delete all the lines of Fig. 2.1 from “BEGIN DATA” through
“END DATA”. The exact form of the specification of “FILE” (here ‘exmp1’) varies depending on
the platform. Some computer operating systems may require additional specifications for locating
and retrieving the file from within the system; SPSS for Windows requires single quotes around the
filename and the complete path specification. Such information for other platforms can be obtained
at the local computer site.

DATA ENTRY FOR SPSS FOR WINDOWS USERS

Some additional methods of data entry are available to Windows users of SPSS. The most important
involves the use of the Data Editor, which allows data to be entered directly. This Window can be
seen in Fig 2.2.

DATA ENTRY FOR SPSS FOR WINDOWS USERS 9



As shown in Fig. 2.2, the main part of the screen is divided into columns (marked “var”) and
numbered rows or lines. Each line represents a participant and each column is a variable. If you ran
the syntax in lines 3 through 21 of Fig. 2.1 (by clicking Run–All), the Data Editor would now look as
in Fig. 2.3. As shown, the two columns are now called ‘facta’ and ‘dv’, respectively, and there are 15
rows of participant data.

You can also type data directly into a blank Data Editor window, navigating the cells with the
keyboard’s cursor keys or with the Tab and Return keys. When doing so, SPSS automatically as-
signs the variable names ‘var00001’ and ‘var00002’, respectively, to the data typed in, as shown in
Fig. 2.4.
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FIG. 2.2. The Data Editor window in PAC.

FIG. 2.3. Data Editor window after running the syntax in Fig. 2.1.



These variable names can be changed into more mnemonic names by clicking on the Variable
View tab (this is available only on Windows versions beyond 9). When doing so, a new screen ap-
pears, which allows you to change variable names and specifications (see Fig. 2.5).

By double clicking ‘var00001’, for example, you can then type in a preferred name for the first
variable. You may return to the previous screen by clicking the Data View tab.

IMPORTING DATA

SPSS can also read many different types of file formats, often without loss of formatting informa-
tion such as variable names. This makes opening data files as easy as opening a word processing doc-
ument. SPSS for Windows’ primary file type is the “.sav” file, which retains all variable names,
values, and characteristics, all of which are restored automatically upon opening. To a lesser extent
SPSS can also open standard spreadsheet files, usually retaining variable names. If you try to open
an Excel file in PAC, you will receive the dialogue box shown in Fig. 2.6.
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FIG. 2.4. Data Editor window before variable names are assigned.

FIG. 2.5. The Variable View window in the Data Editor.

FIG. 2.6. Dialogue box when opening an Excel file in PAC.



Be aware that earlier versions of SPSS are unable to open spreadsheets from versions of Excel
beyond 4.0, so you may need to save your file as an earlier version before importing it into SPSS.

SAVING AND PRINTING FILES

After getting your data set into SPSS, you will probably wish to save it, so you can reanalyze it with-
out reentering it. Syntax for saving SPSS data files is:

SAVE OUTFILE=filename.

The syntax for the file name depends on the platform or operating system. Windows users may also
click on File–Save As, which will bring up a typical Windows Save window. Note that the extension
is “.sav”. There will also be occasions in which you will want to save more of your work than just the
data set. Syntax commands can often become quite lengthy and complicated and you may want to
save them as well. How you do this depends on your platform. From PAC, clicking File–Save from
the syntax window will allow you to save your syntax. Syntax files have the “.sps” file extension. To
save output, click File–Save from the output window. The format is a “.spo” file, but output may
also be exported as HTML (“.htm”), which works quite well, and as Rich Text Format (“.rtf”),
which works somewhat less well.

Both syntax and output may also be printed; as usual, how to do this depends on the platform.
From Windows, when printing output you must select the items you want to include in the print job
by highlighting or selecting them. There are two windows in the output viewer: the main window in
which you see the actual output and a secondary window that lists the type of output in the main win-
dow (see Fig. 2.7). You can highlight items to print in either the main window or the secondary win-
dow. This tends to follow standard Windows methods: Hold <CTRL> and click on each item you
want to add individually, hold <SHIFT> to add all content between click points, and so forth. Then
click File–Print or the printer icon. Selecting Output at the top of the secondary window will allow you
to easily print everything in the output viewer. It is a good idea to always use the Print Preview option
(on the File menu) to verify that you are printing the output you desire in the format you wish.

OPENING PREVIOUSLY CREATED AND SAVED FILES

The syntax to load previously created and saved files into SPSS is:

GET FILE=filename.

From Windows, of course, an easy alternative is to click File–Open. This method can also be used to
open syntax or output.

OUTPUT EXAMINATION

Once your analysis has been completed, output will be produced and should be examined. As usual,
how you do this differs by platform. In Windows, an Output window is produced. Switching be-
tween the three windows (Data Editor, Syntax, and Output) is accomplished either by clicking the
proper icon at the bottom of the screen or by clicking on Window at the top menu. Most of the out-
put discussed in this book is produced by SPSS’s MANOVA program. The SPSS output viewer
sometimes shows only the first part of the MANOVA printout. See Fig. 2.7 for an example. The
downward pointing (red) arrow at the lower left of the main (large) screen in Fig. 2.7 lets you know
there is more printout that you cannot currently see. To view the whole printout document, after
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clicking on the portion of printout you wish to expand, click Edit–SPSS Rtf Document Object, then
Edit or Open, as shown in Fig. 2.8.

An Output viewer will open that will allow you to examine (by moving the scroll bar) or print
the entire output. You may also print only a portion of the output by highlighting what you wish to
print with the cursor, then clicking File–Print, and clicking on Selection in the Print window, as
shown in Fig. 2.9, before clicking OK.
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FIG. 2.7. Part of MANOVA printout initially visible in PAC; secondary window is on the left side of the
screen.

FIG. 2.8. Expanding an Output window.



DATA TRANSFORMATIONS AND CASE SELECTION

“COMPUTE”

It is often desirable to compute new variables, commonly based in some way on existing ones. For
example, you might wish to have participants’ ages in months but you have their ages in years, which
you termed ‘ageyrs’. Another example is when you might want to find the sum of a set of scores. As-
sume that ‘varx’, ‘vary’, and ‘varz’ are variable names for items from a scale. Suppose you wish to
find their sum. This can be done as follows:

1. COMPUTE agemnth=ageyrs*12.
2. COMPUTE sumxyz = varx + vary + varz.

The above commands add two new variables to the data set. Although any legal variable name is
permitted for the new variables, to be mnemonic, the variable names ‘agemnth’ and ‘sumxyz’ were
chosen. (The multiplication indicator is “*” and division is indicated by “/”. Use parentheses, if nec-
essary, to indicate the order of these arithmetic operations.) You can create any new variable this
way. For example, suppose there were variables in the data set that were the numbers of all the dif-
ferent denominations of coins the participant had in his or her possession and you wanted to convert
this to dollar equivalents:

3. COMPUTE dollequi=(quarters*25+dimes*10+nickels*5+pennies)/100.

The general syntax for such commands is the command “COMPUTE”, followed by the new
variable name, an equal sign, and then statements to create the new variable. There are also several
special keywords that can be used in SPSS to simplify data transformations. The two most often
used shortcuts are for calculating the mean (arithmetic average) or sum of a set of scores as follows:
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4. COMPUTE meanxyz=MEAN(varx, vary, varz).
5. COMPUTE sumallq=SUM(q1 to q8).

Line 5 would add a new variable for each participant to the data set that was the sum of the vari-
ables ‘q1’ through ‘q8’ and give it the variable name ‘sumallq’. Unlike the command on line 2 (or 1
or 3, for that matter), these procedures would give new scores for a participant even if the participant
failed to respond to one or more of the items used to construct the score. In line 2, if a participant
was missing one or more of the variables ‘varx’, ‘vary’, or ‘varz’, in contrast, ‘sumxyz’ would be miss-
ing. For the “SUM” and “MEAN” keywords, participants are assigned a missing value for a scale
variable only if they failed to respond to all of the items on the scale. This may be undesirable; if so,
the problem can be overcome by specifying a period and then a number after the word “MEAN” or
“SUM” that tells SPSS to calculate the mean or sum if that person has data on at least that number
of variables. For example, “MEAN.3” will calculate a mean for each person only if that person has
data for at least three variables. Similarly, replacing “SUM” in line 5 with “SUM.7” would tell SPSS
to calculate a sum only for participants who have data for at least seven of the eight variables that
make up that sum.

“IF”

The “IF” command is used to analyze a logical statement or numerical expression. When the “IF”
statement is true for a participant, SPSS follows a secondary command. When the statement is false,
the secondary command is not followed. The secondary command is typically the equivalent of a
“COMPUTE” statement without the word compute. For example, consider the following:

1. COMPUTE varp=2.
2. IF (varx=3) varp=1.

Line 1 would give every participant a score on ‘varp’ equal to 2. Then line 2 would change the value
of ‘varp’ to 1 for anyone who had a 3 on ‘varx’. Line 2 would not act on anyone who did not have a 3
on ‘varx’, so it would leave such participants’ scores of 2 on ‘varp’ unchanged.

“RECODE”

The “RECODE” command is used most often for items in a scale that have been reverse keyed. For
example, suppose you have items that measured sexist attitudes on a 1 to 7 scale in which 1 meant
“strongly disagree” and 7 meant “strongly agree” with the sexist statement therein. You might have
written some of your items (e.g., items 1, 5, and 8) to indicate low sexism, so that on these items 1
(strongly disagree) meant “high sexism” and 7 meant “low sexism”. The keying on those items is op-
posite and must be reversed so that they reflect the way your scale is viewed. The following com-
mand accomplishes this:

RECODE var1 var5 var8 (1=7) (2=6) (3=5) (4=4) (5=3) (6=2) (7=1).

The form for this command is “RECODE”, followed by the variable names of the variables to be
recoded and then the way you want the values to be recoded in sets (in parentheses). The format is
‘(old value = new value)’ and all values must be included. If you would like the recoded versions to
have new variable names, include the keyword “INTO” after the last parenthesis, then give new vari-
able names for each of the variables recoded. In the example just presented, three new variable names
must be given. “INTO” enables the data set to contain both the old and the recoded (new) variables.

“SELECT IF”

There are many occasions in which you would want to run analyses on a subset of cases of partici-
pants from the total data. For example, you might wish to conduct an analysis only on women. The
“SELECT IF” command can accomplish this. After the “SELECT IF”, include a logical statement
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such as ‘gender=1’. Unless the command “TEMPORARY” precedes a “SELECT IF”, the excluded
cases are permanently deleted from the active file (not from the saved version on disk, however).
Note that the “TEMPORARY” selection is only in effect for the major command (e.g.,
“MANOVA”) that follows it and if you wanted to run more than one analysis, you would have to
reselect your subsample.

A variant on this is the “SPLIT FILE” command. This command allows you to split your file
and run the analyses separately for each group. Thus, for example, if you split your file by gender,
you would conduct the analyses on men and women separately. The syntax to do this is as follows:

SORT CASES BY facta.
SPLIT FILE SEPARATE BY facta.

This is a very basic overview of some of the commands that are necessary or useful in SPSS to
read in or transform variables or select cases for analysis. The interested reader is referred to the
SPSS manuals for additional transformation possibilities.

DATA TRANSFORMATIONS WITH PAC

Some Windows users may prefer PAC data transformations to syntax. Select Transform from the
Data Editor window (see Fig. 2.10). You will see various options for transforming your data, some
of which are familiar to you now.

Selecting Compute will bring up a screen that looks like the one seen in Fig. 2.11.
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FIG. 2.10. The Transform menu in the Data Editor.

FIG. 2.11. The Compute dialogue box.



You need to type a new variable name (here ‘meanglt’ was used) into the left top box. You will
notice the right window with an extensive list of arithmetic functions that may be used to create new
variables. Common ones include “SUM” and “MEAN” functions. A number pad and operator
keys are also present to enter your own functions. In Fig. 2.10, clicking up (with the up arrow above
the list of functions) the “MEAN” function then clicking over ‘q5’, ‘q11’, and ‘q17’ (with the right
arrow near the list of variables) to create the new variable ‘meanglt’ is illustrated. Alternatively,
‘MEAN(q5,q11,q17)’ could simply have been typed into the Numeric Expression window rather
than clicked over.

When recoding variables you can select to Recode into the same or a new variable, as shown in
Fig. 2.12.

The Recode screen for recoding into different variables appears as in Fig. 2.13. In the example,
after clicking the old variable ‘age’, ‘age2’ is typed into the Output Variable Name slot. Then Change
must be clicked.

Values are selected next in a new window after clicking on the Old and New Values button (see
Fig. 2.14).
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FIG. 2.12. The Recode menu.

FIG. 2.13. Recode dialogue box for recoding into Different Variables.



In the Old Value section you may specify a single value or an entire range. After selecting the old
value to be recoded, you would then enter the new value for the variable. Once both an old and a
new value have been specified, the Add button becomes available and is used to add that part of the
recode process. You would proceed through the steps again until you finish recoding all the desired
values. Then click Continue, then OK.

In this example, scores of 30 and above are about to be set to be equal to 3 in ‘age2’ (by clicking
Add). In previous clicks, as indicated by the right window, the lowest value of ‘age’ up through 25
was set equal to a value of 1 and scores of 26 to 29 were set to 2. Clicking Continue, then OK com-
pletes the recode. Recoding an existing variable follows almost the exact same procedure, except
that you will not be required to name a new variable.

The If routine is embedded within the Compute menu from the Transform menu (see Fig. 2.15).

Once at this window you can build expressions to create your desired values. You must enter a
separate If expression for each new value you want. An example is presented in Fig. 2.16.
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FIG. 2.14. Old and New Values dialogue box for recoding variables.

FIG. 2.15. The Compute dialogue box with the If button activated.



In Fig. 2.16, the Compute (as specified on an unseen window) will be executed only if the vari-
able ‘partmarr’ equals 2 and the variable ‘relstat’ equals either 2 or 3.

Selecting cases to analyze in Windows, if accomplished with drop-down menus, results in ex-
cluded cases being, by default, filtered out, rather than permanently deleted from the active data set.
You can access the Select Cases menu from the Data menu in the Data Editor window (see Fig.
2.17).

Clicking “If condition is satisfied” darkens the If button, which, when clicked, brings up a new
window which allows typing in a logical statement. Then click Continue, then OK. The PAC version
allows you to choose whether to filter or delete cases. Deleted cases are removed from the data set
and will be lost permanently if the working data file is saved with the same name. Filtered cases are
merely turned off and can be used again later, by returning to this screen and clicking All cases.
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FIG. 2.16. An example of an If routine.

FIG. 2.17. The Select Cases dialogue box.



In chapter 2 you learned how to read in and transform data. In this chapter you will learn commands
to analyze the simplest analysis of variance (ANOVA) design, the one-factor completely random-
ized design, often called simply one-way or one-factor ANOVA. This is the appropriate analysis
when participants are assigned to or belong to one of two or more groups, each participant has a
score on the dependent variable, and you wish to compare the means of the various groups on this
dependent variable. This chapter will not only include the commands for the overall (or “omnibus”)
F test, but will also provide the techniques for testing planned contrasts, post hoc comparisons, and
trend analyses. As noted in the preface and in chapter 1, throughout this book, primarily syntax will
be taught, although the PAC methods that can be used with SPSS for Windows will be covered
briefly at the end of each chapter. Knowing the syntax will allow the reader to access SPSS from ei-
ther the mainframe or from Windows.

BASIC ANALYSIS OF VARIANCE COMMANDS

It will be useful to begin by displaying a set of hypothetical data from three groups of participants.
The data appear in Fig. 3.1. It should be noted that these identical data were used as the example for
the “DATA LIST” command in chapter 2, Fig. 2.1. In what follows, it is assumed that these data
were already read into SPSS with a “DATA LIST” command.

In the example presented in Fig. 3.1, five different participants are in each of three groups, and
there is just one grouping factor in the design. In this example, the data come from an experiment to

3 One-Factor Between-Subjects
Analysis of Variance

FIG. 3.1. Data from a one-factor between-subjects design with three levels of Factor A.
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determine if type of instruction affects false memory production. Each group of five participants
first hears a list of words and is then asked to indicate if they have heard the word when it comes up
on a computer screen. The number of words they say they have seen but truly have not (i.e., they
have a false memory for having seen those words) constitutes the dependent variable. The first group
is told to visualize the word (which is termed the Visualize condition), the second group is told to
count the number of syllables of each word in the list (Count), and the last group receives no specific
instructions (the control group). The study seeks to determine whether the three groups differ in the
mean number of words falsely recalled.

Although all of the examples in this chapter have equal cell sizes (i.e., all of the groups have the
same sample size, an equal n design), SPSS will provide the correct test statistics even if you have an
unequal n design (interpretation of unequal n designs for more than one factor requires care; see
chap. 4; also Keppel, 1991, chap. 13). SPSS will do this by default and you do not have to do any-
thing special. When possible, all designs in this book will be analyzed with the SPSS program called
MANOVA, which is the most flexible program for a variety of ANOVA designs.

The syntax, presented in Fig. 3.2, is followed by an explanation of the function of the different
commands in the program. As in chapter 2, the command specifications that are to be typed into
syntax are presented in capital letters and the parts of the command that are specific to the example
are in lower case letters. A <RETURN> (or <ENTER>, depending on the keyboard) is assumed to
follow each command (program statement). Again, the numbers in the programs that precede each
of the program statements are there only for ease of reference within this text and should not be
typed in.

The command “MANOVA” in line 1 tells SPSS to run the program entitled MANOVA, which
conducts (multivariate) analysis of variance. Although the program MANOVA can handle multi-
variate analyses (i.e., analyses with more than one dependent variable, which are covered in chap.
12), it also handles univariate analyses (i.e., analyses with only one dependent variable, which are
covered in chaps. 3–11). You can thus learn one program and be able to analyze both multivariate
and univariate designs.

The word directly following the “MANOVA” command is always the dependent variable you
wish to analyze; in this example it is called ‘dv’. This is followed by the keyword “BY”, which in turn
is followed by the name of the grouping variable, in this example, ‘facta’. In this book, this variable
will be referred to as ‘facta’, ‘factb’, ‘factc’, and so on, and you should insert the name(s) of your fac-
tor(s) as appropriate. The factor name is immediately followed by a pair of parentheses that contain
the information on the levels of the factor. In other words, the levels have to be numbered, and the
parentheses contain the range of those numbers. In this example, there are three groups (i.e., levels
of ‘facta’) numbered 1, 2, and 3, so the command line reads ‘(1,3)’. If there were two groups, it would
read ‘(1,2)’, if four ‘(1,4)’, and so on. Putting this all together, the command on line 1 indicates that a
one-factor completely randomized analysis of variance is to be conducted on a set of scores from
three different groups, identified as levels 1 through 3 of a factor called ‘facta’ (the grouping or inde-
pendent variable), where the dependent variable being measured or observed is called ‘dv’.

The subcommand “OMEANS” in line 2 is actually optional, but for the sake of interpretation,
virtually indispensable (recall that syntax program line numbers with a ‘d’ after them indicate that
the subcommand is optional, meaning the program will run without it, but highly desirable for inter-
pretation). It indicates that you want SPSS to compute and report the group mean on the dependent
variable for each of the three groups (the observed means or “OMEANS”). Because it is a subcom-
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mand, it is indented and preceded by a “/”. Lines 3 and 4 are also optional but desirable; they tell
SPSS to compute the observed power and the effect size, respectively, as will be described later. (Be-
cause lines 2–4 are all optional, line 1 alone—with a period at the end for most platforms—would
produce ANOVA output.) The output resulting from this syntax is shown in Fig. 3.3.

The first thing seen in the printout is a message from SPSS that the “default error term” (i.e., the
term that is used as the denominator of the F ratio) has been changed to “WITHIN+RESIDUAL”.
This is in contrast to previous versions of MANOVA in which the error term did not include the re-
sidual but was just called “WITHIN CELLS”, which is often referred to as the within-groups or sub-
jects-within-groups effect. In the full factorial designs primarily discussed in this book, these two
residuals are the same, so the message may be ignored.

The next section of output provides a summary of the analysis and includes number of cases in-
cluded and excluded and how many cells are in the design. Although this section will not be re-
printed in this book on subsequent output, you should always check this section first in order to
verify that MANOVA actually used all of your data (e.g., if you accidentally coded a person as being
in group 4, this person would not be in the analysis and SPSS would have told you: “1 case rejected
because of out-of-range factor values”) and that there are as many levels of your independent vari-
able in the analysis as there should be.

The next output is that generated by the “OMEANS” subcommand. (There are a few lines be-
ginning with “CELL NUMBER” before the “OMEANS” output that are generated in response to
the keyword “HOMO” on line 4 that can be ignored.) It provides the mean, standard deviation, and
N for each group (each group’s N is 5). Note that the means are 6.4, 12.6, and 6.6, respectively. Fol-
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FIG. 3.3. Output from a one-factor between-subjects ANOVA.



lowing the output generated by “OMEANS” are the “Univariate Homogeneity of Variance Tests”
which were generated by the keyword “HOMO” on line 4 and will be explained later.

Next, the output provides the “Analysis of Variance” results in ANOVA summary table format.
For each of the major “Sources of Variation”, the computation provides the SS (sum of squares),
the DF (degrees of freedom, usually, except in that portion of output, written in lower case), and the
MS (mean square). The first row lists these for the error term, “WITHIN CELLS”. The next row
listed is the one associated with the independent variable, or grouping variable, in this case
“FACTA”. The “Model” sums of squares and “DF” are frequently known as the between-group
sum of squares and degrees of freedom (for the one-factor design, the “Model” sum of squares and
degrees of freedom will be equal to that for “FACTA”). The “Total” sum of squares or degrees of
freedom, in the case of the one-factor design, will equal the “WITHIN CELLS” plus the “FACTA”
sum of squares or degrees of freedom, respectively.

In addition to getting the sum of squares and degrees of freedom associated with each source,
you will also get the mean square (“MS”; they always equal the respective sum of squares divided by
its degrees of freedom) and the F value (which was obtained by dividing the “FACTA MS” by the
“WITHIN CELLS MS”). The F test and significance (“Sig”) of that test are listed on the right side
of the output. In this example, the obtained F was 6.44, with a significance level of .013. Because this
“Sig of F” is less than the traditional cutoff, .05, the F test shows the difference between the three
means to be statistically significant. In APA publication format, it is conventional practice to de-
scribe this result as follows: The difference between the groups was significant, F(2, 12) = 6.44, p =
.013.1 The first number within the parentheses is the degrees of freedom for “FACTA”, and the sec-
ond is the degrees of freedom for “WITHIN CELLS”.

Note there is an F test for the effect of “FACTA”, as well as the F test for “Model”. As noted
earlier, in a one-factor design, these two are the same thing. The MANOVA program also gives you
“R-squared” and “Adjusted R-squared”. R squared (in this case, .518) is simply the proportion of
variance in the dependent variable explained by the independent variable and is equal to sum of
squares Model divided by sum of squares Total (124.13/239.73). The adjusted R2 = [1 − (1 − R2)(n −
1)/(n − k)] = .437, where n = the total number of participants (15 in this case) and k = the number of
groups (3 here).

Lines 3 and 4 of the program syntax generate the final output on the printout. Although, as
noted previously, both of these lines of syntax are optional, it is highly recommended that they be in-
cluded. Specifically, in addition to getting the overall F test, you should also obtain estimates of both
power and effect size. Power is the ability to detect a false null hypothesis when it is in fact false, in
other words, the probability of correctly obtaining significance. Ideally, to detect an effect if one ex-
ists, your power should be .80 or above (Cohen, 1988). In this case, power did achieve that level
(power = .812), under the assumption that the effect size in your sample is the true effect size.

In addition to reporting whether or not the overall F is significant, it is now standard practice to
include a measure of effect size (APA, 2001). An effect size is a measure of the impact of a treatment
on the dependent variable. Although various indices of effect size are commonly in use, the effect
size index reported by MANOVA is partial eta squared, which provides the effect size in terms of the
proportion of variance in the dependent variable explained by the grouping factor. Thus the partial
eta squared will be a number between 0 and 1 inclusive, with higher scores representing more desir-
able, larger effect sizes. Partial eta squared is a bit of an overestimate of the actual population effect
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1
1The fifth edition of the Publication Manual of the American Psychological Association (APA, 2001), in contrast with

previous editions, suggested that when conducting statistical tests with software packages “in general it is the exact probabil-
ity (p value) that should be reported” (p. 25). In this method, the p value is reported exactly as it appears in the printout, as
was done in the example with “p = .013.” Normally, however, although there are exceptional circumstances, the report should
only be to “two decimal places (i.e., the lowest reported significance probability being p < .01)” (p. 129). Thus, to be in con-
formity with the publication manual, the “p = .013” should be replaced with “p = .01.” However, the manual also allows the
older alpha-level alternative for reporting statistical significance: After the comma, the p level is reported as either “p < .05” or
“p < .01,” the lowest of these two that applies. In this style, in the example, again, the “p = .013” would be replaced by “p <
.05.” If “Sig of F” had been larger than .05 (or perhaps .01 if you explicitly declare it; cf. APA, 2001, p. 25), in the alpha-level
method of reporting, in addition to providing the exact p value, you would describe the difference as nonsignificant, assuming
that it was earlier indicated that the .05 level was the alpha value you were abiding by. In the remainder of this book, where
APA-style sentences are used, we use the exact probability method; however, to aid in clarity, we will deviate from the manual
and display p values to three decimal places throughout.



size. The formula for partial eta squared is F/[F + (“DF WITHIN CELLS”/“DF FACTA”)]. An-
other formula that provides the same answer is “SS FACTA”/“SS Total”. In the one-factor
ANOVA, R squared and partial eta squared have the same value. Here the partial eta squared is .518,
thus 51.80% of the variance in the dependent variable is explained by the independent variable.

If your F is nonsignificant, you can look at the power value to determine if that nonsignificance
is due to inadequate power to detect the difference. Inadequate power is most easily corrected by in-
creasing sample size (assuming the same effect size). In determining if an effect is nonsignificant due
to a lack of power, both power and eta squared should be examined together. If eta squared is large,
but power is small, then increasing sample size will help to make the effect statistically significant.
However, if eta squared is small, it would be very difficult to make the effect become significant
without very large sample sizes (see Cohen, 1988; Keppel, 1991, for more details about power and ef-
fect sizes). You can also conduct a power analysis prior to conducting the experiment (see Keppel,
1991; Stevens, 1999) to determine what sample size is necessary to detect the effect.

TESTING THE HOMOGENEITY OF VARIANCE ASSUMPTION

One important assumption of ANOVA is the homogeneity of variance assumption, which posits
that the various groups all have identical values for their population variances. To test this assump-
tion, you can use a “PRINT” subcommand with the keyword “HOMO” as was done on line 4 (this
can either be added onto the existing “PRINT” statement or be a new statement, e.g., on line 5,
“PRINT=HOMO”). This syntax leads to printout with two variants of such a test, the “Cochran’s”
and the “Bartlett-Box” tests. The assumption is violated if the “P” value is small (generally less than
.05), thus for this test you want nonsignificance and if the “P” value is larger than .05, retention of
the assumption is warranted. In addition to the actual tests, you will also obtain the output associ-
ated with “CELL NUMBER” (located directly above the “OMEANS” output). This is simply tell-
ing you how many levels of the grouping variable the assumption is being tested for. In Fig. 3.3, you
can see that the “P” = .724 for Cochran’s and .830 for Bartlett-Box, thus the assumption is not vio-
lated in this example. If the assumption is violated, the F test will be positively biased, thus a more
stringent alpha level should be employed. Although the question of how much to adjust alpha is
complicated and depends on several factors (e.g., equal vs. unequal N’s, sample size, degree of heter-
ogeneity present), Keppel (1991) suggested adjusting from p = .05 to .025 when the ratio of the larg-
est to smallest group variance is greater than 3 to 1.

COMPARISONS

The omnibus or overall F test discussed previously will tell you only if all the group means are
roughly equal or if there are some significant differences among them. In the latter case, it will not
tell you which groups are different from which other groups. Analyses to accomplish tests detailing
where differences lie are commonly called analytic comparisons or, simply, comparisons. There are
two main classes of comparisons that may be made with any set of data: planned comparisons
(which hereafter primarily are called planned contrasts or, more simply, contrasts) and post hoc com-
parisons. Of course, if there are only two levels of the independent variable Factor A, the only differ-
ence that could possibly account for the significant F test is the difference between Group 1 and
Group 2. In such a case, none of the remainder of this chapter is relevant, nor are discussions or tests
of comparisons and associated tests relevant in any subsequent chapter when the factor in question
has only two levels.

Planned contrasts are those analyses conducted to test relevant hypotheses that a researcher had
a priori (i.e., before the experiment was run). In the previous example, for instance, the researcher
may have decided a priori on two hypotheses: (a) that the average of the Visualize and the Count
groups is greater than the control group and (b) that the Visualize group will do better than the
Count group. In post hoc comparisons, on the other hand, the researcher has no prior hypotheses
about the group differences and is simply exploring the data to ascertain which group differences are
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driving the significance of the overall F test. Whenever possible, it is desirable to conduct a priori hy-
potheses tests instead of post hoc tests, largely in order to avoid making a large number of tests and
thereby helping to control the familywise error rate. An excellent discussion of these concepts can be
found in Keppel (1991, chaps. 6 and 8). He also covered the issue of orthogonality of the contrasts,
as well as the number of contrasts that can be conducted.

Planned Contrasts

Figure 3.4 shows the general commands necessary to conduct a planned contrast.

Lines 1 and 2 are the same as those in the overall or main effects analysis. Of course, you would
substitute the actual name of your dependent variable and factor name for ‘dv’ and ‘facta’, respec-
tively, on these and the remaining lines. Note that the optional commands requesting power and ef-
fect size output were omitted here for simplicity, but could have been included. Line 3 is the line that
constructs the contrasts. After the subcommand “CONTRAST”, specify which factor the contrast is
to be conducted on. In a one-factor analysis of variance, of course, there is only one factor and thus
the factor here is ‘facta’. After the equal sign, specify the type of contrast you wish to do, which will
be discussed in more detail later. Line 4 indicates the command to SPSS to conduct the tests of the
contrasts constructed. After the keyword “DESIGN” and the equal sign, repeatedly insert the factor
name followed by successive numbers in parentheses, beginning with 1. The number of times the fac-
tor name should be given is one less than the number of levels of the factor, in other words, the num-
ber of degrees of freedom (df ) of the factor. In the present example, because Factor A has three
levels, the subcommand would be ‘DESIGN=facta(1), facta(2)’.2 Imagine, however, that the factor
name was ‘groups’ and it had five levels (i.e., the “MANOVA” command was ‘MANOVA dv BY
groups (1,5)’). Then the “DESIGN” subcommand would be ‘DESIGN=groups(1) groups(2)
groups(3) groups(4)’. Although SPSS will run and provide numeric output without giving you an er-
ror message even if you do not repeat the factor name the same number of times as the degrees of
freedom on the “DESIGN” subcommand, the significance tests may be numerically wrong.

Probably the most common and useful type of contrast is “SPECIAL”, a user-defined contrast.
After the keyword “SPECIAL”, you must enter a set of numerical weights enclosed in parentheses.
The number of weights must be the square of the number of levels of the factor. For the example just
discussed, where Factor A has three levels, this means 9 coefficients. Although you can enter all the
weights on the same line (as shown in the gray box on page 26), it is most clear if you enter these
weights (or coefficients) in a square matrix (as shown in the gray box on page 28), with the number
of rows and columns each equal to the number of levels of the factor. The first row should contain all
1s and represents the mean effect of the factor, which is generally ignored. The succeeding rows con-
tain each of the contrasts of interest, in each case, one weight for each group.

The set of contrast weights for any given contrast can be determined by the application of a set
of simple rules. Any contrast compares the mean of a certain group to the mean of a certain other
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FIG. 3.4. Syntax to conduct planned contrasts in a one-factor between-subjects ANOVA.

2
2Although commas are frequently used to separate elements of the specifications in commands (e.g.,

‘DESIGN=facta(1), facta(2)’), in SPSS syntax they are actually optional.



group, or it compares the average mean of a certain subset of groups to the mean of another group
or to the average mean of a certain other subset of groups. For instance, two comparisons of interest
were described earlier: The first contrast compared the average of the means of Groups 1 and 2 to
the mean of Group 3 (control), whereas the second contrast compared the mean of Group 1 (Visual-
ize) with the mean of Group 2 (Count). The general form is “x versus y,” where x and y each repre-
sent either a certain group or the average of a certain subset of groups. Thus, the second example is
“1 versus 2”, whereas the first example is “average of 1 and 2 versus 3.” The simple rules are these:

1. Groups named on the left side of the word versus each get the same positive contrast weight.
2. Groups on the right side of the word versus each get the same negative weight.
3. Groups not mentioned on either side get a weight of 0.
4. For rules (1) or (2) the weight is equal to the number of groups named on the other side of the

word versus.

For example, to apply these four rules to the case of five groups and the contrast “average of
Groups 1 and 5 versus average of Groups 2, 3, and 4,” Groups 1 and 5 would each get the weight +3
(positive because they are on the left side, the same weight as one another because they are on the
same side of the word versus, and both have the value 3 because there are 3 groups named on the
right side of the word versus), whereas Groups 2, 3, and 4 each get the weight −2 (negative because
they are on the right side of versus, 2 because there are two groups named on the left side). The
weights for the groups, in order, would therefore be: 3, −2, −2, −2, 3.

In the first contrast described previously with three groups, “average of 1 and 2 versus 3,” the two
groups on the left of the versus both get coefficients of +1 (positive because they are on the left side,
they get the same weight as one another because they are on the same side of the versus, and both have
the value 1 because there is 1 group named on the right side of the word versus), whereas Group 3 gets
the weight −2 (negative because it is on the right side of the versus, 2 because there are two groups
named on the left side). In the second contrast, 1 versus 2, Group 1 gets a weight of 1, Group 2 gets a
weight of −1, and Group 3 gets a weight of 0, because it is not mentioned on either side. Thus, lines 3
and 4 of the syntax in Fig. 3.4 for these examples would be as follows:

/CONTRAST(facta)=SPECIAL (1 1 1, 1 1 −2, 1 −1 0)
/DESIGN=facta(1), facta(2).

The output for the above “SPECIAL” contrasts is shown in Fig. 3.5.
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After the “WITHIN+RESIDUAL” line, instead of the overall or omnibus test of “FACTA”, as
in Fig. 3.3, each contrast has a line and a significance test. The “DESIGN” subcommand that fol-
lows the “CONTRAST” subcommand is what causes these individual sum of squares, degrees of
freedom, mean square, and F tests to be printed out. If the “DESIGN” subcommand is left off, only
the overall sum of squares, degrees of freedom, mean square, and so on will be printed out. In this
example, the sum of squares for the first contrast, “FACTA(1)” (i.e., 28.03), and that for the second
contrast, “FACTA(2)” (i.e., 96.10), add up to the sum of squares for the overall “Model” (i.e.,
124.13; also see the sum of squares for “FACTA” in Fig. 3.3). This will be true when the contrasts
are orthogonal3 and the groups have equal sample sizes, but generally false otherwise. In the or-
thogonal case, the contrasts are said to partition the overall sum of squares.

Here, contrast 1 (1 1 −2; i.e., the average of Groups 1 and 2 vs. Group 3) is nonsignificant (p =
.114), but contrast 2 (1 −1 0; i.e., Group 1 vs. Group 2) is significant (p = .008). The output below the
F tests gives you information about the contrasts that is largely redundant. The coefficient
(“Coeff.”) is often denoted $Ψ and pronounced “Psi hat,” and is the sum of each group mean multi-
plied by its appropriate contrast weight. Because the weights in contrast 1 were 1 1 −2 and the group
means were 6.4, 12.6, and 6.6, respectively, the coefficient is 1(6.4) + 1(12.6) + −2(6.6) = 5.8. The t
test associated with the contrast (1.70588) is simply the square root of the corresponding F value
(2.91), with its sign matching the sign of the coefficient. Note that the “Sig t” is the same as the “Sig
of F”, only carried to more significant digits (e.g., .11375 vs. .114). Finally, the output includes the
95% confidence interval around Psi hat. The “Lower -95%” is the Psi hat value minus the standard
error (“Std. Err.”) of the test multiplied by the tabled t value for your degrees of freedom, and the
“CL- upper” adds rather than subtracts the latter.

“SPECIAL” contrasts need not be orthogonal, although you can specify an orthogonal set. It is
also important to note that you need to specify exactly k − 1 contrasts, where k is the number of
groups. If you are interested in less than k – 1 contrasts, simply make up additional ones whose out-
put you subsequently ignore. On the other hand, if you have more than k − 1 (but see the discussion
in Keppel, 1991, pp. 166–167), repeat the “CONTRAST” and “DESIGN” subcommands a second
time with appropriate substitutions. Finally, it must be noted that SPSS has the annoying tendency
here that not all contrasts go together. Sometimes the set of contrasts produces the error message
that “The special contrast matrix for FACTA is SINGULAR. The analysis is terminated.” Trial and
error is sometimes necessary to arrive at a “legal” set of contrasts.4

Sometimes the contrasts you are interested in can be obtained slightly more easily from the
built-in (or “canned”) contrasts MANOVA contains, instead of needing to use “SPECIAL”. First,
there is “SIMPLE (refcategory)”, in which each level of a factor is compared in turn to group num-
ber ‘refcategory’. For example, if Factor A had five groups, ‘SIMPLE (3)’ would yield, as the first
contrast, Group 1’s mean compared to Group 3’s, as the second contrast, Group 2’s mean compared
to Group 3’s, as the third contrast, Group 4’s mean compared to Group 3’s, and, as the final con-
trast, Group 5’s mean contrasted with Group 3’s. The last contrast would be identified on the print-
out as “FACTA (4)”. Thus the following “CONTRAST” syntaxes yield identical results:
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3
3Orthogonal contrasts provide completely nonredundant, or statistically independent, information. Whether any

given pair of contrasts is orthogonal (assuming equal group sizes) is determined by multiplying the two contrasts’ weights
for each group, then summing these products over groups. If and only if the sum is 0, the contrasts are orthogonal. Con-
sider the two contrasts 3 −2 −2 −2 3 and 0 2 −1 −1 0. To determine whether these are orthogonal you would multiply the 3 by
the 0, the first −2 by the 2, and so on, then sum. The result is (3)(0) + (−2)(2) + (−2)(−1) + (−2)(−1) + (3)(0) = 0. Hence they
are orthogonal.

4
4An alternative SPSS program to analyze one-way ANOVAs, ONEWAY, has a method of specifying contrasts that is

considerably simpler and only requires weights for 1, rather than k − 1, contrasts and therefore avoids this “SINGULAR”
problem. For example, the syntax for the contrast “average of 1 and 2 versus 3,” with three groups, would be:

1. ONEWAY dv BY facta
2. /CONTRAST= 1 1 −2.

Additional contrasts would simply require additional lines like line 2. Note that a “DESIGN” subcommand is also not
necessary in this method.

Because ONEWAY cannot be used in factorial designs, only in one-way ANOVAs, the more general methods using
MANOVA are provided in the main text.



/CONTRAST(facta)=SIMPLE (3)

and

/CONTRAST(facta)=SPECIAL
(1 1 1 1 1,
1 0 −1 0 0,
0 1 −1 0 0,
0 0 −1 1 0
0 0 −1 0 1)

The ‘refcategory’ defaults to the last group if you do not specify a group. Thus, with 5 groups,
‘CONTRAST(facta)=SIMPLE (5)’ and ‘CONTRAST(facta)=SIMPLE’ are functionally identical.
Note that “SIMPLE” contrasts are not orthogonal.

A second contrast is “REPEATED”, where each level of the factor except the first is compared
to that of the previous level. These contrasts are not orthogonal. In other words, if Factor A had in-
cluded five groups, the first contrast, identified on the printout as ‘FACTA(1)’, would have com-
pared Group 2 with Group 1, ‘FACTA(2)’ refers to Group 3 compared to Group 2, ‘FACTA(3)’ to
Group 4 compared to Group 3, and ‘FACTA(4)’ to Group 5 compared to Group 4. ‘CONTRAST
(facta)= REPEATED’ is therefore equivalent to the “SPECIAL” contrast:

/CONTRAST(facta)=SPECIAL
(1 1 1 1 1,

−1 1 0 0 0,
0 −1 1 0 0,
0 0 −1 1 0,
0 0 0 −1 1)

In the contrast “HELMERT”, each level of the factor except the last is compared in turn to the
mean of all of the subsequent levels. Thus, ‘CONTRAST(facta)=HELMERT’ is equivalent to the
“SPECIAL” contrast:

/CONTRAST(facta)=SPECIAL
(1 1 1 1 1,

– 4 1 1 1 1,
0 −3 1 1 1,
0 0 −2 1 1,
0 0 0 −1 1)

In the contrast “DIFFERENCE”, each level of the factor except the first is compared to the
mean of all of the previous levels. These contrasts are the opposite of the “HELMERT” contrasts
just discussed.

Finally, for “POLYNOMIAL”, the first contrast produced by this keyword is the linear effect,
the second is the quadratic, and so on. More detail is given about this type of contrast in the Trend
Analysis section.

Post Hoc Tests

In contrast to the tests described previously, post hoc tests are not specified by the researcher a pri-
ori. Rather, they are tests that are conducted when you have a significant overall F, but have no a
priori hypotheses about which group differences might be causing that effect. Generally, you com-
pare each group’s mean with the others to discern where the pairwise group differences lie. The rea-

28 3. ONE-FACTOR BETWEEN-SUBJECTS ANALYSIS OF VARIANCE



son to use post hoc tests, rather than a series of t tests, is that almost all of the post hoc tests control
for alpha inflation (i.e., familywise error rate exceeds the stated alpha level; for a more detailed treat-
ment of this subject see Keppel, 1991). The only test that does not make an adjustment for alpha in-
flation is Fisher’s Least Significant Difference (LSD) test, one of several discussed later.

The MANOVA program, unlike some others in SPSS,5 does not have syntax that directly com-
putes post hocs. Although MANOVA does not run the post hocs for you, you can use “SIMPLE”
contrasts to obtain the necessary information to conduct the post hoc, with the finishing steps con-
ducted manually. To do this, you would simply run the tests of interest as if they were a priori con-
trasts. Then you compare either the F or its significance value from the printout to a criterion value
you specially (and manually) calculate to see whether the pair should be declared different. De-
pending on the test, if the F value obtained is equal to or larger than the specially computed criterion
F value, or if the “Sig of F” is smaller than the specially computed criterion significance value, then
you declare the pair of means different.

Tukey’s Test

The general technique will be illustrated with Tukey’s Honestly Significant Difference (HSD)
test, one of the most common and desirable post hoc tests (see Fig. 3.6). This test uses the
Studentized range statistic instead of the F value to test all possible mean differences (i.e., all
pairwise comparisons).

Note that there are two sets of “CONTRAST” and “DESIGN” subcommands that look identi-
cal, except that the first specifies ‘SIMPLE(1)’ and the second specifies ‘SIMPLE (2)’. This elicits
two segments of output labeled “design 1” and “design 2” as shown in Fig. 3.7 (the portions of out-
put not relevant to the following discussion have been omitted).

The “design 1” output was elicited by the first “CONTRAST” subcommand, where the
‘refcategory’ was Group 1, and “design 2” was elicited by the second “CONTRAST” subcommand,
where the ‘refcategory’ was Group 2. Thus, in “design 1”, “FACTA(1)” refers to the first contrast,
which tests Group 2 versus Group 1 and has an F = 9.98, and “FACTA(2)” refers to the second con-
trast, which tests Group 3 versus Group 1, and has an F = .01. In “design 2”, however, each group is
compared in turn to Group 2 (the ‘refcategory’), so that “FACTA(1)” refers to the test of Group 1
versus Group 2 and has an F = 9.98 (note that this is redundant with the test of “FACTA(1)” in “de-
sign 1”), and “FACTA(2)” refers to the test of Group 3 versus Group 2, with an F = 9.34.
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FIG. 3.6. Syntax to obtain information necessary to conduct a Tukey’s HSD test.

5
5The program “ONEWAY” does. There are 20 post hoc tests available in ONEWAY. For example, Tukey and

Bonferroni tests in the one-way design may be obtained with the following syntax:

ONEWAY dv BY facta
/POSTHOC=TUKEY BONFERRONI

The subcommand to run the tests is “POSTHOC” followed by the specific test you wish to conduct. You can have multi-
ple post hocs per “ONEWAY” command, but each test must be specified on the same “POSTHOC” subcommand line. See
Fig. 3.20 later in this chapter for a discussion of the printout for post hocs.



Following is a more comprehensive example with five groups. With five groups, you would need
four sets of “CONTRAST” subcommands, differing only in that they use as ‘refcategory’ the succes-
sive integers from 1 to 4 (one less than the number of groups). Each “CONTRAST” would be paired
with an identical “DESIGN” subcommand, each specifying ‘facta(1) facta(2) facta(3) facta(4)’.
Each set would elicit a separate portion of printout labeled “design 1” through “design 4”, each one
having a test of “FACTA(1)”, “FACTA(2)”, “FACTA(3)”, and “FACTA(4)”. These tests, how-
ever, refer to different comparisons, as depicted in Table 3.1.

As seen in Table 3.1, many of the tests are redundant. For example, Group 4 versus Group 2
(“FACTA(3)” in “design 2”) is referred to in the fourth column as (F), but it gives results identical to
Group 2 versus Group 4 (“FACTA(2)” in “design 4”) as noted in the third row from the bottom,
column 5. There are 10 nonredundant tests, referred to in column 4 as tests (A) through (J). Ten is
precisely how many distinct pairs there are with 5 groups.

To conduct Tukey tests requires another step. To establish significance using Tukey’s criterion,
you do not use the F test itself, but instead calculate a special criterion, FT, to compare with. As Kep-
pel (1991, p. 175) explained, this quantity is obtained by the formula

F
q

T
T=

( ) 2

2
,

where qT is found in the Studentized range tables. Such tables are found in many textbooks, and
must be looked up with three parameters, alpha (which is virtually always set to .05), the number of
groups, and the dferror. In the main example, there are three groups and dferror = “DF WITHIN+RE-
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FIG. 3.7. Output necessary to conduct a Tukey’s HSD test.



SIDUAL” = 12. According to the table in Keppel (1991, p. 523), qT for this case is 3.77. Thus, FT is
7.106. (This compares with 4.75 as an overall F criterion.) Of the F values in the output, only the
first, 9.98, pertaining to “FACTA(1)” in “design 1” (see also the same test in “design 2”), in other
words, Group 2 versus Group 1, the mean of 12.6 versus the mean of 6.4, and the second F from “de-
sign 2” of 9.34 pertaining to “FACTA(2)” (i.e., Group 3 versus Group 2, the mean of 6.6 versus the
mean of 12.6) are greater than FT and so would be declared significantly different by Tukey’s test.
For convenience, a table of FT values (in other words, Studentized range statistics, qT, squared and
divided by 2) is provided as appendix A. Examining at the intersection of number of groups being
compared for Tukey’s test = 3, dferror = 12, and αFW = .05, you find the value 7.11, which is used for
declaring significant by Tukey’s test any of the printed-out F tests from the “SIMPLE” contrasts.

Other Pairwise Tests: LSD, Student-Newman-Keuls, and Duncan’s Tests

Two of the other three common pairwise tests can be used in analogous fashion, comparing the
output F values with specially calculated criteria. The Student-Newman-Keuls (SNK) test uses the
Studentized range test statistic and therefore calculates qT and FT as previously described, but com-
putes a different value for each pair of means depending on how many means are intermediate be-
tween the two being compared, using that number plus 2 as the “number of groups” in the table
lookup. For example, if there are six groups overall, when you are comparing the second highest
mean to the second lowest, there are two groups intermediate between these two. Thus, you would
use 4 as the number of groups when looking up qT in the Studentized range tables or when looking
up FT in appendix A. (See Kirk, 1982, pp. 123–125, or Winer, 1971, pp. 191–196, for additional in-
formation.) In the main example, when comparing Group 1 to Group 2’s mean (the 6.4 to the 12.6),
because they are the largest and smallest, there is one group intermediate, thus you would use 3 as
the number of groups, but when comparing Group 1 to Group 3 (the smallest to the second smallest)
or when comparing Group 2 to Group 3 (the largest to the second largest) there are no groups inter-
mediate, so you would use the value 2 as the number of groups, with a smaller critical value, 4.74.
Duncan’s test (also called the New Multiple Range test) is conducted analogously to SNK, but the
analyst uses his specialized tables instead of the Studentized range tables. An adaptation of his table,
which transforms the Duncan values into FD values, suitable for comparing the F from MANOVA,
is in appendix B. This table is used similarly to appendix A. It shows that the critical value for assess-
ing the comparison of Groups 1 and 3 or 2 and 3 is 4.74, as with the SNK test, but the critical value
for evaluating the difference between Groups 1 and 2 is smaller than with SNK, 5.22. Fisher’s Least
Significant Difference (LSD) test, on the other hand, simply uses the F value MANOVA computes
as the test criterion. To determine whether a pair of means is significantly different, simply examine
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TABLE 3.1
“CONTRAST” Specifications and Interpretations for a Five-Group Pairwise Comparison Example

Contrast Subcommand Design Output Refers to Redundant With

CONTRAST(facta)=SIMPLE(1) 1 FACTA(1) Group 2 vs. Group 1 (A)
FACTA(2) Group 3 vs. Group 1 (B)
FACTA(3) Group 4 vs. Group 1 (C)
FACTA(4) Group 5 vs. Group 1 (D)

CONTRAST(facta)=SIMPLE(2) 2 FACTA(1) Group 1 vs. Group 2 (A)
FACTA(2) Group 3 vs. Group 2 (E)
FACTA(3) Group 4 vs. Group 2 (F)
FACTA(4) Group 5 vs. Group 2 (G)

CONTRAST(facta)=SIMPLE(3) 3 FACTA(1) Group 1 vs. Group 3 (B)
FACTA(2) Group 2 vs. Group 3 (E)
FACTA(3) Group 4 vs. Group 3 (H)
FACTA(4) Group 5 vs. Group 3 (I)

CONTRAST(facta)=SIMPLE(4) 4 FACTA(1) Group 1 vs. Group 4 (C)
FACTA(2) Group 2 vs. Group 4 (F)
FACTA(3) Group 3 vs. Group 4 (H)
FACTA(4) Group 5 vs. Group 4 (J)



whether the “Sig of F” is less than .05. It should be noted that, although the LSD, SNK, and
Duncan tests are in common use, few statistical authorities regard them as acceptable post hoc tests.

Scheffé Test

A procedure that can be used to test both pairwise and other contrasts is the Scheffé test. The
critical value for any such comparison, FS, is found by FS = (k − 1)Ftabled(dfModel, dferror), where Ftabled is
found in virtually any statistics text, and looked up with two degrees of freedom values (Keppel,
1991, p. 172). In the main example, where k = 3, dfModel = 2, and dferror = 12, assuming alpha at .05,
Ftabled = 3.89, FS would be 7.78. Therefore, any difference found with a contrast, whether pairwise or
of a more complex nature, would be compared with this value.

Dunnett’s Test

This test is designed for the case in which exactly one of the groups is compared to each of the
others. The most common example of this application is when one of the groups is a control group
and the remaining (experimental) groups are each compared to it. The simplest way to conduct these
tests in MANOVA is to specify them as “SIMPLE” contrasts, then compare the resulting “t-Values”
that arise in the “Estimates” section of the printout to Dunnett’s special tables. For example, in Fig.
3.7, two sets of simple contrasts were conducted; consider just the first one, which compared each of
the groups against Group 1, ‘SIMPLE(1)’. Had Group 1 been the control group, and had Dunnett’s
tests thus been desired, the two contrast “t-Values” (3.15845 and .10189, respectively) would have
been compared against the critical value from Dunnett’s table (for example, Table A-6 from Keppel,
1991), with dferror = 12, and number of groups = 3. For α = .05, two-tailed tests (see Keppel, p. 176,
for a discussion of one- vs. two-tailed tests in the context of Dunnett’s tests), the critical value found
from the table is 2.50. Because only the obtained t value for the first contrast exceeds this value, only
that test is significant.

Bonferroni Test

In this test, alpha is adjusted to take into account the number of comparisons being conducted.
That is, the test simply reduces the per comparison Type I error probability as the number of com-
parisons are increased in order to maintain a constant familywise Type I error that equals the stated
alpha level. This test is used to test for pairwise as well as more complex comparisons. Specifically, to
find the alpha to use for each test, you divide the familywise alpha desired (almost always between
.05 and .10) by C, the number of tests conducted. Consider conducting all pairwise tests for five
groups, for example. As seen previously, there are 10 such distinct tests, so C = 10. If you were con-
ducting these as Bonferroni tests, you would declare a pair significantly different by the Bonferroni
criterion only if the “Sig of F” were less than .10/10, in other words, .01.

Modified Bonferroni Test

The final post hoc test that will be presented is a modified version of the Bonferroni test. In the
modified version of the test, the researcher takes into account that doing a certain number of
planned contrasts is reasonable and thus no adjustments are necessary. Keppel (1991) suggested that
a reasonable number of planned contrasts is k − 1 (i.e., the degrees of freedom associated with be-
tween groups). To calculate your new alpha level, you first calculate a new familywise error rate as
αFWplanned = (k − 1)(α), where α is the per contrast α you want. You then divide this new αFWplanned by
the number of contrasts you plan on conducting. If you were conducting the analysis of all pairwise
comparisons for a factor that had 5 groups described in the Bonferroni section, assuming a per con-
trast α of .05, αplanned = ([5 – 1][.05])/10 = .02.

TREND ANALYSIS

A trend analysis is appropriate when the independent variable can be meaningfully described quan-
titatively. For example, Keppel (1991, p. 56) described an experiment varying the number of hours
the participants in each group were required to go without sleep, from 4 to 12 to 20 to 28 hours.

32 3. ONE-FACTOR BETWEEN-SUBJECTS ANALYSIS OF VARIANCE



Here, as in all trend analyses, the independent variable is a meaningful number (e.g., 4, 12, 20, 28).
The idea is to fit what is called a polynomial function to the means from these four conditions. The
lowest of these functions is called the linear function: It is a straight line. The next lowest is a quad-
ratic function, which has one bend in the middle—that is, it is either U-shaped or inverted U-shaped.
The next lowest is cubic, which has two bends (e.g., up-down-up, and so on). Each trend function
can be understood as a test of a specific contrast.

In MANOVA, the request for a trend analysis is initiated in a “CONTRAST” subcommand un-
der “MANOVA”, as seen in Fig. 3.8. The data is from Keppel (1991, p. 161). In this experiment, a
researcher was studying the effects of anxiety on performance of a complex task. The levels of anxi-
ety factor is called ‘facta’, and has six levels: low anxiety (a1) to high anxiety (a6). The dependent
variable is called ‘score’.

The “CONTRAST” subcommand requires the use of the keyword “POLYNOMIAL” when a
trend analysis is desired. Similar to the syntax in Fig. 3.4, in line 4, in order to obtain the significance
tests for each trend, each trend must be designated by the numbers 1, 2, and so on, in parentheses,
each following the factor name. Again, the number of such specifications must equal the number of
levels of the factor minus one (i.e., this is the number of trend orders being tested). For example, with
four levels, the linear, quadratic, and cubic trends would each be tested, requiring ‘facta(1)’,
‘facta(2)’, and ‘facta(3)’ following the equal sign in the “DESIGN” subcommand. The values for the
levels of the trend factor in a trend analysis are important. For example, the factor could be number
of milligrams of a drug, with the dosages being .5, 1.0, 1.5, and 2.0 mg. These four dosages are each
separated by .5 mg. If the intervals are all identical, the values for the individual intervals do not
have to be specified. The example in Fig. 3.8 is written under the assumption of equal intervals.
When no specific metric is specified, equal intervals are assumed. However, if the intervals are not
equal, their values must be specified in parentheses. For example:

MANOVA score BY facta(1,4)
/CONTRAST(facta)=POLYNOMIAL (1, 2, 2.5, 3)

would be appropriate if the dosages were 1, 2, 2.5, and 3 mg, that is, unequally spaced.
If you wish to also obtain the omnibus F test, add a “DESIGN” subcommand without an equal

sign and without further specifications (as in line 5). This additional “DESIGN” subcommand is
needed only if the omnibus F test is also desired and can immediately precede, or immediately fol-
low, the “DESIGN” subcommand with the specifications. Figure 3.9 shows the output from the syn-
tax in Fig. 3.8.

The omnibus F test is presented after the trend analysis because the “DESIGN” statement with-
out any specifications follows the “DESIGN” statement with the trend specifications. Overall,
“FACTA” has a significant effect: F(5, 24) = 7.53, p = .001. Similar to the output in Fig. 3.5 for the
“SPECIAL” contrasts, the coefficients and t tests follow the omnibus test, with the same significance
values as their matching tests that came earlier (as “design 1”). The tests for the trends are presented
in order, namely linear, quadratic, cubic, fourth order, and fifth order. The t test associated with the
contrast is simply the square root of the previous F value, with its sign matching the sign of the coef-
ficient. The output shows that the linear and quadratic trends are significant (p = .000 and p = .001,
respectively). It should be noted that the means (as produced by “OMEANS”) first increase, then
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FIG. 3.8. Syntax to conduct a trend analysis in a one-factor ANOVA.



decrease after Group 4. Thus the means appear as an inverted U, which is why the quadratic trend is
significant. However, they do not fall (Group 6) as low as they were for Group 1. Thus, the means
also appear to be generally rising as anxiety increases; hence the linear trend is significant as well.

There is another subcommand that might be useful when performing a trend analysis and that is
the “PARTITION” subcommand. This subcommand would be used if you wanted to test the previ-
ous linear trend, but then really were not interested in the other trends individually, so wished to
lump together the remaining tests into one additional significance test. The syntax and output are
given in Figs. 3.10 and 3.11, respectively.

The “PARTITION” subcommand is on line 4. It can be seen that the word “PARTITION” is
followed by the name of the factor that you are doing the partitioning on in parentheses, here,
‘(facta)’. The factor name is followed by an equal sign and in parentheses you specify how you want
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FIG. 3.10. Syntax to conduct a trend analysis using the PARTITION subcommand.

FIG. 3.9. Output for a trend analysis, including omnibus F test.



to divide up (i.e., partition) the degrees of freedom. Here you partition them into 1 (the linear trend)
and 4 (the remaining trends). In general, these two should sum to one less than the number of levels
of the factor. In line 5, you specify which partitions you want significance tests for, typically one for
each partition.

In Fig. 3.11 you see that you obtain a significance test for the linear trend that is identical to the
test when you requested a trend analysis without using the “PARTITION” subcommand, that is,
F(1, 24) = 19.29, p = .001 in both cases. However, “FACTA(2)”, which simultaneously tests all trend
orders above the linear, is also significant, F(4, 24) = 4.59, p = .007.

Some writers (e.g., Keppel, 1991, pp. 156–158) recommend a procedure of determining which
trend orders are necessary to describe the means by repeatedly estimating or pulling out lower order
trends, then testing the remaining higher order trends simultaneously for significance until they are
no longer significant. Although this could be done in a series of analyses in which you look at the
output, then decide whether to repeat another cycle, it can also be done all at once, as seen in Fig.
3.12.

Note that the last “PARTITION” can simply be written as in Fig. 3.12, because the default
specification for “PARTITION” is a series of k − 1 single df tests. The output is in Fig. 3.13, edited to
retain only what is salient for the discussion.
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FIG. 3.11. Output from a trend analysis using the PARTITION subcommand.

FIG. 3.12. Syntax to simultaneously test the significance of higher order trends using the PARTITION
subcommand.



At each step (i.e., each “design”), examine the last entry. If it is significant, this tells you that
you need to go to the next step; if not, stop and interpret the present step. In “design 1”,
“FACTA(2)” is significant, telling you that you need to proceed to “design 2”. In “design 2”,
“FACTA(3)” is not significant; therefore you can stop here and ignore later output. Within “de-
sign 2”, both “FACTA(1)” (the linear trend) and “FACTA(2)” (the quadratic trend) are signifi-
cant. This is what would be reported.

MONOTONIC HYPOTHESES

Often you might have a specific hypothesis about the order of the group means, for example, that
Group 1’s should be the lowest, Group 2’s next lowest, which should in turn be lower than Group
3’s, and Group 4’s is highest. Such a hypothesis is termed a monotonic or ordinal hypothesis (Braver
& Sheets, 1993). In order to test this hypothesis, you actually proceed in three steps. In Step 1, you
test the linear trend as described earlier. If the linear trend is nonsignificant, declare the monotonic
hypothesis not supported and stop there. If it is significant, proceed to Step 2. In Step 2, you examine
the sample means to determine if they are in the hypothesized order. If the linear trend is significant
and your sample means are in hypothesized order, you can stop there and declare your monotonic
hypothesis supported. However, if the linear trend is significant but the sample means are not in the
correct order, it is important to proceed to Step 3, to test whether or not this incorrect ordering re-
flects a true rejection of the monotonic hypothesis, or if the means are out of order due to sampling
error. As it is unlikely that the sample means will order exactly like the population means, you need
to test if any of the reversals in the data are substantial enough to reject the monotonic hypothesis.
In Step 3, you test for significant reversals by testing each adjacent pair of means. Specifically, 1 ver-
sus 2, 2 versus 3, and 3 versus 4 (you can use “REPEATED” contrasts to do this if you have num-
bered your groups in the predicted order). The null hypothesis is that there are no reversals, thus you
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FIG. 3.13. Output for simultaneously testing the significance of higher order trends using the PARTI-
TION subcommand.



wish to retain the null. You would use an alpha adjustment similar to the Bonferonni adjustment.
The formula for the adjusted alpha level is: αadj = 1 − (1 − α)1/k – 1, where α = .5 and k = the number of
groups (k = 4 in the example; Braver & Sheets, 1993). If all of the contrasts are nonsignificant, then
you do not have any significant reversals and the monotonic hypothesis is supported.

PAC

All of the PAC sequences are from Version 11.0. To run a one-factor ANOVA, click Analyze and
then obtain the GLM analysis by clicking General Linear Model–Univariate. Unlike MANOVA,
GLM uses different programs to run univariate and multivariate designs (see chap. 13), so for this
univariate example, you must use the pulldown menu for the Univariate option in PAC (see Fig.
3.14).

A screen like the one seen in Fig. 3.15 will pop up that will allow you to enter your dependent
variable and independent variable.
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FIG. 3.15. The dialogue box to select independent and dependent variables.

FIG. 3.14. PAC menus to perform an ANOVA.



You simply highlight the variable on the left and hit the little arrow key in front of the box on
the right where you want it to go. Here, your independent variable is Fixed Factor(s). You can also
do post hoc tests and planned comparisons. For each type of contrast, a menu will pop up and you
can select the type of contrast or post hoc you wish to conduct. Post hocs are performed by clicking
on the Post Hoc button. At the post hoc screen seen in Fig. 3.16, highlight the factor (‘facta’) and
click the arrow to move it into the Post Hoc Tests For box, and simply check the post hoc tests you
desire. In the example, a Tukey test will be performed.

Contrasts are performed by clicking on Contrasts. The screen shown in Fig. 3.17 will pop up.
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FIG. 3.16. Dialogue box to select post hoc tests in a between-subjects ANOVA.

FIG. 3.17. Contrasts dialogue box for a between-subjects ANOVA.



After choosing the contrast you want from the pull-down menu, you have to click on the
Change button before clicking Continue. For contrasts that have reference groups, only the first or
last group can be used in PAC menus. It should be noted, however, that the Contrasts menu does
not permit “SPECIAL” contrasts, the type that is of most general use (you can obtain these user-
defined contrasts through the use of syntax; see chap. 13). This is one of the reasons MANOVA is
explicated as the program of choice throughout this book.

If you would like to obtain power, effect size, homogeneity of variance tests, or observed means,
click on the Options button (see Fig. 3.18). Note that the homogeneity of variance test is the Levene
test, not the Cochran’s or Bartlett-Box, but it is interpreted in the same way: High values for “Sig”
are compatible with retention, which indicates that the homogeneity of variance assumption appears
to have been met. To obtain means (and standard deviations) highlight ‘facta’ and click it over to the
Display Means for box. In the example, the little boxes for power and effect size were also checked.
After clicking Continue, click OK on the main screen to conduct the analysis.

Having discussed the output from MANOVA, most of the output from PAC will be similar, al-
beit in somewhat changed form. Requiring special mention is some output concerning post hocs. It
will appear as in Fig. 3.19.
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FIG. 3.18. Dialogue box to obtain observed means, homogeneity tests, power, and effect size in a be-
tween-subjects ANOVA.



This output is conveying that the 6.4 and the 6.6 (Group 1 and Group 3) are not significantly
different (i.e., are in a homogeneous subset). Because Group 2 is in its own subset, it is different from
Groups 1 and 3. This is the same conclusion reached from the analogous analysis with MANOVA.
The APA-style reporting of this analysis would be as follows:

If you would like to display the syntax PAC produces for any analysis, simply click on the Paste
button seen in the bottom row of buttons in Fig. 3.20.

SPSS for Windows will automatically open a syntax window and display the syntax it produced
to conduct the analysis you selected. This is a good idea if you are unsure of which defaults the com-
puter is using or if you would like to add more complicated analyses into the program. To run the
syntax program, simply click Run–All (see Fig. 3.21).
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FIG. 3.20. Screen showing the location of the Paste button.

Group

1 2 3
6.4a 12.6b 6.6a

Note. Means having the same subscript are not significantly different at p <
.05 in the Tukey honestly significant difference comparison.

FIG. 3.19. Output from PAC SPSS concerning post hoc tests.



Be aware that the PAC method uses GLM or UNIANOVA rather than MANOVA syntax to
run its analyses, so the syntax is different (see chap. 13). However, the “MANOVA” command will
work in SPSS for Windows if typed into syntax. Thus, all of the examples in this book can be typed
into a syntax window and run.
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FIG. 3.21. Running syntax from PAC.



In chapter 3 you learned how to analyze data from a one-factor completely randomized ANOVA.
Studies with more than one factor (or independent variable) are called factorial designs. In this chap-
ter, you will learn how to analyze the simplest factorial design, a two-factor completely randomized
design. In such designs, participants serve in a cell, which is simultaneously a certain level of one fac-
tor combined with a certain level of a second factor. Commands for the basic F tests and various
kinds of follow-up tests are described.

BASIC ANALYSIS OF VARIANCE COMMANDS

Figure 4.1 shows hypothetical data from an investigation of the effects of type of training and type
of team on basketball performance. The dependent variable is number of free throw shots made in a
training session. There are two independent variables. Factor A is the type of training: no special
training (Control), imagine making baskets (Imagine), or practice making baskets (Practice). Factor
B is type of team (varsity or nonvarsity). Because Factor A has three levels and Factor B has two lev-
els, this is often called a 3 × 2 factorial design (three levels of Factor A crossed, or combined, with
two levels of Factor B). Five different players are in each of the six groups in this 3 × 2 ANOVA.
Each cell in Fig. 4.1 is labeled with a designation (e.g., a2b3) indicating which level of Factor A was
involved with which level of Factor B.

4 Two-Factor Between-Subjects
Analysis of Variance

FIG. 4.1. Data from a two-factor between-subjects design with three levels of Factor A and two levels of
Factor B.
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The program, presented in Fig. 4.2, is followed by an explanation of the function of the different
commands in the program.

The setup for the two-factor ANOVA is very similar to that of the one-factor ANOVA. The
“MANOVA” command is first, followed by the name of the dependent variable, in this case, ‘shots’.
After the keyword “BY”, you identify the between-subjects factors called ‘facta’ and ‘factb’. The
names designating the factors are immediately followed by parentheses that contain the levels of the
factor. For example, Factor A has three levels, so for Factor A the command line reads ‘facta(1,3)’
and Factor B has two levels, thus ‘factb(1,2)’.

Putting this all together, the syntax statement in line 1 indicates that a two-factor completely
randomized analysis of variance is to be conducted on a set of scores from six different groups, iden-
tified as levels 1 through 3 of a factor called ‘facta’, crossed with ‘factb’, which has two levels (i.e.,
crossed indicates that each level of Factor A is combined with each level of Factor B, thus the 6 pos-
sible groups [3 × 2 = 6]), where the dependent variable is called ‘shots’.

The “OMEANS” command in line 2 is slightly altered, because, in a two-way design, it is usu-
ally desirable to obtain not only each of the six cell means, but also the three marginal means for
Factor A (i.e., the means for each type of training averaged over the two types of teams) and the two
marginal means for Factor B (i.e., the means for team type averaged over the three training condi-
tions). To accomplish this, add the keyword “TABLES” to the “OMEANS” subcommand after an
equal sign, then in parentheses put the names of the two factors, then the two factors connected by
the keyword “BY” (the commas in the subcommand are optional and added for readability). The
output from the “OMEANS” subcommand is in Fig. 4.3.

When the cell Ns are equal, as in most of the factorial designs in this book, the weighted (abbre-
viated “WGT.”) and the unweighted means (abbreviated “UNWGT.”) will be identical, so either
one may be examined. The values presented previously are rearranged in an easier to follow form in
Table 4.1.
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FIG. 4.2. Syntax commands to conduct a two-factor between-subjects ANOVA.

FIG. 4.3. Output for OMEANS in a two-factor between-subjects ANOVA.



The values in the middle portion of Table 4.1 come from the “Combined Observed Means for
FACTA BY FACTB” portion of printout and are the cell means. The column marginals are pro-
vided in the “Combined Observed Means for FACTA” section. For example, the 3.90 in the first
column is the average of the 4.6 and 3.2 in its column. Similarly, row marginals come from the
“Combined Observed Means for FACTB” section, and the 4.87 in the first row is the average of the
4.6, the 3.4, and the 6.6 cell means in its row.

Just as in the one-factor design, it is highly desirable, but not mandatory, to request observed
power and the effect sizes as in lines 3 through 4, respectively. The remaining output is in Fig. 4.4.

In the output, there is a separate sum of squares, degrees of freedom, mean square, F, and “Sig
of F” for each of the two factors, called the “main effects,” as well as output for “FACTA BY
FACTB”, the “interaction.” The “FACTA” main effect tests whether the column marginal means
(3.90, 4.0, and 6.10, respectively, for the Control, Imagine, and Practice conditions) are significantly
different. The output shows that the “Sig of F” is .000, exceeding the conventional .05 significance
level. The “FACTB” main effect tests whether the row marginal means (4.87 and 4.67, respectively,
for varsity and nonvarsity) are significantly different. The output shows that this is clearly a
nonsignificant difference (p = .343). The “FACTA BY FACTB” interaction also reaches signifi-
cance and will be explained in more detail later. In APA format, these results might be summarized
with the following language: The Factor A main effect, F(2, 24) = 12.03, p = .001, was significant, the
Factor B main effect was nonsignificant, F(1, 24) = .94, p = .343, and the Factor A by Factor B interac-
tion was also significant, F(2, 24) = 3.82, p = .036. For a two- (or more) factor design, the “Model”
sum of squares equals what some texts call the between-groups sum of squares and is the sum of the
sum of squares for “FACTA”, “FACTB”, and “FACTA BY FACTB”; 30.87 + 1.20 + 9.80 = 41.87.
The same is true for the “Model” degrees of freedom (5 = 2 + 1 + 2). The “Total” sum of squares
equals that for “Model” plus “WITHIN CELLS” (72.67 = 41.87 + 30.80). An analogous computa-
tion applies to “Total” degrees of freedom. R-squared and Adjusted R-squared are automatically
output, and computed by the same formula as in chapter 3. Power and effect sizes are provided in re-
sponse to the respective optional subcommands in lines 3 and 4. The formula for partial eta squared
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TABLE 4.1
Marginal and Cell Means in a Two-Factor Between-Subjects ANOVA

FACTB:
Team Type

FACTA: Training

Control Imagine Practice Average

Varsity 4.6 3.4 6.6 4.87
Nonvarsity 3.2 4.6 5.6 4.47
Average 3.90 4.00 6.10

FIG. 4.4. Output from a two-factor between-subjects ANOVA.



in factorial designs is SSFactor name/(SSFactor name + SSWithin Cells). APA guidelines call for routine reporting
of the effect sizes for significant effects. Accordingly, the APA format sentence at the end of the pre-
vious paragraph ought also to add language something like: Specifically, 24.10% of the variance in
the number of shots made is explained by the interaction according to the partial eta squared.

THE INTERACTION

One of the most important reasons to conduct a two-factor ANOVA (rather than two separate stud-
ies, one using type of training as the independent variable, the other using type of team as the inde-
pendent variable each analyzed by one-way ANOVAs) is that you can test for the interaction
between the two factors. Specifically, the interaction examines whether the effect of one factor on
the dependent variable is different depending on which level of the other factor is being considered.
For example, in the previous design, the interaction investigates whether the effect of type of train-
ing on the number of shots made is approximately the same (which would imply no significant inter-
action) or quite different (which would imply that the interaction is significant) for the varsity and
nonvarsity players. The analysis shows that the interaction is statistically significant: The pattern of
differences shown in Table 4.1 among training conditions for the varsity players (4.6, 3.4, and 6.6
mean shots) is not the same as the pattern of differences among the nonvarsity players (3.2, 4.6, and
5.6 mean shots). Thus, the effect of training is different depending on whether you are a varsity or
nonvarsity player. Alternatively, the effect of type of team could be examined and it would be noted
that the difference for the control group (from 4.6 to 3.2) is slightly larger than the difference in the
Practice condition (from 6.6 to 5.6), and the difference in the Imagine condition (from 3.4 to 4.6) is
actually in the opposite direction. Thus, you could also say that the effect of type of team is different
depending on which training method is being considered.

When the interaction is significant, it is usually inappropriate to simply examine and report the
main effects (i.e., the marginal means), because a significant interaction suggests that the effects of
each factor are different depending on which level of the other factor is being considered. Recall that
the marginal means average over the cell means. For instance, in the previous example, where the in-
teraction is significant, it appears misleading to simply conclude that training type made a signifi-
cant difference, as implied by the significant main effect for training, because, in actuality, the
training effect differed for varsity and nonvarsity players. As in the present example, when the inter-
action is significant, the next step for the researcher would be to explore this significant interaction.

On the other hand, when the interaction is not significant, it is appropriate to explore differences
among the row or column marginals with planned contrasts or post hoc comparisons when the fac-
tor has more than two levels (and often considered inappropriate when the interaction is clearly
nonsignificant to explore cell mean differences within a row or within a column, as will be explained
in the Exploring a Significant Interaction section). To illustrate, consider the example in Keppel
(1991, p. 230). As shown in Keppel’s answers (p. 536), for the Factor A main effect, F(2,18) = 41.39,
p < .001; for the Factor B main effect, F(2, 18) = .27, ns,1 and, most importantly for present purposes,
the interaction is not significant, F(4,18) = 1.81, ns. Thus, analyses of the Factor A marginal means
are appropriate.

UNEQUAL N FACTORIAL DESIGNS

Most of what has been covered in this chapter so far assumes that each cell has exactly the same sam-
ple size (N) as every other cell. In this section, the analysis when the groups or cells have unequal
group sizes (i.e., the unequal N or unbalanced design) is discussed. Before proceeding to analyze an
unequal N experiment, the researcher should first ascertain whether or not “missingness” is related
to the experimental conditions (see Keppel, 1991; also Tabachnick & Fidell, 2001). For example, if
you have an experiment with four conditions and find that one and only one of them has a lot of
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1Exact p values cannot be reported as Keppel (1991) did not provide them.



missing data, being missing is quite plausibly related to being in that condition. In this event, it is
questionable whether the data can be appropriately analyzed at all (Keppel, 1991). However, if you
are convinced that missingness is haphazard and accidental and therefore not meaningfully related
to condition, then you can proceed with the analysis, but you have several statistical issues to grap-
ple with.

First, violations of certain ANOVA assumptions are more serious, leading to alpha inflation.
There are no useful rules of thumb regarding when these violations become fatal, and thus Keppel
(1991) urged caution in interpreting any effects from an unequal N design.

The second issue is that you have two choices regarding how to compute the marginal means.
Specifically, you can calculate them by adding the mean values in each cell and dividing by the num-
ber of cells involved in the respective marginal means, or you can add up all the scores of the partici-
pants in that particular row or column and divide by the number of those participants. The first
approach is called the unweighted approach, because you are giving equal weight to each cell (or,
more to the point, not giving more weight to the cells that have a larger number of participants) and
the second approach is termed the weighted approach, as the cells with more participants end up in-
fluencing the marginal mean more. In a one-factor design, or an equal N factorial design, these two
approaches give identical answers. In unequal N factorial designs, however, they give different an-
swers.

As an example, reconsider the data set of Fig. 4.1, this time with three of the scores deleted. The
resulting data set is in Fig. 4.5.

The subcommand “OMEANS” (by itself) would yield the cell means, standard deviations, and,
especially, N found in the printout of Fig. 4.6, whereas ‘OMEANS=TABLES (facta, factb)’ would
yield the marginal means found in Fig. 4.7.
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FIG. 4.5. The data set of Fig. 4.1 with missing data, an unequal N design.

FIG. 4.6. Cell means and Ns obtained with OMEANS in an unequal N design.



For example, the weighted (“WGT.”) marginal mean for the third level of Factor A is shown to
be 6.00000, found by weighting the respective cell means (of 6.6 and 5.25, respectively) by their Ns (5
and 4, respectively2), whereas the unweighted (“UNWGT.”) mean of 5.92500 simply adds the 6.6
and 5.25 and divides by 2. Most but not all applied statisticians prefer the report of the weighted
means.

The final issue is that the three effects (the two main effects and the interaction) are no longer or-
thogonal in an unequal N design. Thus, the sums of squares for these three sources as normally com-
puted will not add up to the sum of squares “Model”, because the three effects have shared or
overlapping variance. Thus, in the present example, the subcommand ‘DESIGN=facta’ would yield
SS for Factor A = 28.79; the subcommand ‘DESIGN=factb’ would yield SS for Factor B = 1.54;
“DESIGN” (with no specification, thereby yielding the default “full factorial”) would yield SS for
interaction = 9.85 and SS for “Model” = 39.57. Note that Model’s SS of 39.57 is less than 28.79 +
1.54 + 9.85 = 40.18 (these same subcommands in the equal N case would add up). This overlapping
variance situation gives rise to ambiguity in interpretation.

There are two general approaches to analysis in this case. The first is what Keppel (1991) termed
the “unweighted means” approach. In this approach, the cell means are multiplied by the harmonic
N (p. 289) and then standard analyses are conducted on the resulting matrix of adjusted cell sums.
This approach cannot be implemented in SPSS (or most other software); it must be completed by
hand and is no longer recommended by statisticians.

The second general approach is termed the General Linear Model or least squares approach and
is quite easily implemented with computer software (and not easily calculated without a computer).
A complication, however, is that there are several variants of this approach that yield different re-
sults, and the variant that is preferred depends on the type of experiment, which is often related to
why data are missing (see Tabachnik & Fidell, 2001). The preferred variant for experimental designs
(in which you assume your missingness is completely random and does not reflect true population
differences in group sizes) is what Keppel termed “the analysis of unique scores” approach (Ta-
bachnick & Fidell termed this approach the “unweighted-means” approach, not to be confused with
Keppel’s unweighted means approach, see previous discussion) and is often also called the SS Type
III approach. This approach does not assign the overlapping variance to any effect; the overlapping
variance between effects is simply discarded and not used by any effect. Put another way, the test for
each effect, ‘facta’, ‘factb’, and their interaction, partials (or corrects or adjusts for) the variance of
each of the other two effects. In MANOVA, the subcommand “METHOD=UNIQUE” directs
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FIG. 4.7. Weighted and unweighted marginal means in an unequal N design.
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SPSS to perform this analysis. However, because “UNIQUE” is the default “METHOD” in
MANOVA, you do not actually have to specify the previous syntax to obtain this analysis unless
you have previously overridden the default with some other “METHOD” subcommand. Fig. 4.8
contains the results for this method.

Note that the sums of squares for “FACTA” and “FACTB” are different from those in Fig. 4.4
and the three effects’ sums of squares do not add up to the sum of squares “Model”. Keppel (1991)
cautioned that F may be slightly positively biased with this method and thus a slightly more stringent
alpha level should be adopted.

The second variant, sometimes termed the SS Type II approach, the preferred variant for
nonexperimental studies in which unequal cell sizes are meaningful and reflect real-world differ-
ences, partials both main effects from the interaction (as does the unique approach), but from each
main effect only partials the other main effect (not also the interaction). Thus, the test of significance
for Factor A is adjusted for Factor B and the test of Factor B is adjusted for Factor A. In
MANOVA, this is accomplished by specifying “ERROR=WITHIN” and two consecutive
“DESIGN” statements as follows:

/ERROR=WITHIN
/DESIGN
/DESIGN=facta, factb.

The first “DESIGN” statement gives you the same printout as Fig. 4.8. From it, you examine
only the interaction, in this case, with F(2, 21) = 4.12. The second “DESIGN” statement yields the
results seen in Fig. 4.9.

The results in response to the second “DESIGN” statement (i.e., Fig. 4.9) would be where you
obtain the main effect results, which are somewhat changed from Fig. 4.8. Many writers believe that
this approach ought not to be used to evaluate main effects when the interaction is large or signifi-
cant. Of course, most writers recommend not analyzing main effects at all when the interaction is
large and significant, instead preferring to explore the interaction.

In the third variant, which might be called the hierarchical or SS Type I method, the overlapping
variance is given to whichever main effect the researcher has greater interest in (Tabachnick &
Fidell, 2001, called this approach the “weighted n” approach, but it is not the weighted n approach
discussed by Keppel, 1991). Assigning the overlapping variance to a particular effect requires adding
a new subcommand, namely the “METHOD=SEQUENTIAL” subcommand. Each sum of squares
would then be adjusted for the effects that precede it. The order of testing may be controlled by a
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FIG. 4.8. Output for METHOD=UNIQUE (the default) for an unequal N design.

FIG. 4.9. Output for SS Type 2 method for main effects in an unequal N design.



“DESIGN” subcommand. For example, the syntax ‘DESIGN=factb, facta, facta BY factb’ would
produce a test for Factor B not adjusted for anything else, a test for Factor A adjusted for the effects
of Factor B, and a test of the interaction adjusted for Factor A and Factor B. The results are shown
in Fig. 4.10.

Note that the F value for Factor B in this method is the highest of any of the other variants
(though still very small). This is because, generally, by testing an effect first in a sequential test, you
maximize the power of the test. In the absence of an explicit “DESIGN” subcommand (or of an ex-
plicit specification on the “DESIGN” subcommand), the specification would default to testing first
whichever main effect was specified first on the “MANOVA” command after the “BY”. In this ap-
proach, the sums of squares for the three effects will add up to the sum of squares “Model” (i.e., 1.54
+ 28.18 + 9.85 = 39.57).

The fact that there are several approaches to significance testing, as well as issues surrounding
why the cell Ns are unequal, whether cells within a row or column have cell Ns that are in the same
proportion as in every other row or column, whether cell Ns are proportional to their representation
in the population, and whether some cells have zero Ns, make unequal N factorial designs a rather
thorny problem. Extrapolation to larger factorials multiply these problems. Additionally, when
other analyses explored in this chapter, such as simple effects and simple comparisons, are desired in
the context of unequal N factorials, the problems get so complicated that most writers advise
unfactorializing: Treat each cell as if it was derived from a one-way design.

PLANNED CONTRASTS AND POST HOC ANALYSES OF MAIN EFFECTS

Basically, when exploring main effects on marginal means, you may include “CONTRAST”
subcommands for each factor. Then the “DESIGN” subcommand requests tests of significance for
each contrast, as shown in the syntax presented in Fig. 4.11 to analyze a hypothetical 3 × 3 example.
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FIG. 4.10. Output for hierarchical method, with Factor B requested to precede Factor A in an unequal N
design.

FIG. 4.11. Syntax commands to conduct planned contrasts on main effects in a two-factor between-
subjects ANOVA.



As Fig. 4.11 shows, contrasts are requested on both Factor A and Factor B, a “SPECIAL” con-
trast on Factor A and the “DIFFERENCE” contrast set on Factor B. The “DESIGN” sub-
command requests tests of significance for both Factor A contrasts—the ‘facta(1) facta(2)’ part of
the “DESIGN” subcommand—as well as the Factor B contrasts—the ‘factb(1) factb(2)’ part of the
“DESIGN” subcommand. Additionally, the test of the interaction is requested—the ‘facta BY
factb’ part of the “DESIGN” subcommand. Although the latter is not one of the contrasts, omitting
it will cause problems for the error term and the accuracy of the analyses. An alternative to its inclu-
sion, therefore, is to insert the subcommand:

/ERROR=WITHIN

Unless the “DESIGN” statement accounts for all orthogonal degrees of freedom between
groups, which it would not do if you left out the ‘facta BY factb’, you have to specify that you want
the “WITHIN” error term and not the default, which is “WITHIN+RESIDUAL”. If you do not
specify this, your tests will be incorrect. The salient parts of the output are in Fig. 4.12.

As Fig. 4.12 shows, the only significant contrast is “FACTA(1)”, F(1, 18) = 6.31, p = .022, which
compares the marginal mean of the first Factor A group to the third Factor A group’s mean.

Virtually the same method is used if trend analyses rather than typical planned contrasts are re-
quired. In this case, simply specify “POLYNOMIAL” contrasts.

If you were performing post hoc tests rather than planned contrasts on marginal means, the gen-
eral method is the same. For example, because only the Factor A main effect was significant, you
would probably conduct “SIMPLE” contrasts on Factor A, then use the manual calculation dis-
cussed in chapter 3 to obtain special criterion values (which specific criterion values depend on
whether Tukey, Bonferroni, Scheffé, or other tests are desired), then compare the SPSS output to
these special criteria to establish significance. Figure 4.13 shows the syntax for the original 3 × 2 de-
sign presented in Fig. 4.1 (not the previous 3 × 3 example).
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FIG. 4.12. Output for planned contrasts on main effects in a two-factor between-subjects ANOVA.

FIG. 4.13. Syntax commands to conduct post hoc tests on main effects in a two-factor between-subjects
ANOVA.



EXPLORING A SIGNIFICANT INTERACTION

As mentioned earlier, post hoc or planned tests on marginals are generally considered appropriate
only when the interaction is not significant. When it is significant, it is more common and appropri-
ate to explore this interaction. There are two general approaches to probing a significant interaction.
You can conduct either a simple effects analysis or an interaction comparison analysis (Keppel,
1991, pp. 236–237).

Simple Effects

Simple effects (some authors use the term simple main effects, however, in this manual, the term sim-
ple effects, following Keppel, 1991, will be used) test the effect of one factor at each level of the other
factor. For example, in this type of analysis, as applied to the example in Fig. 4.1, you could look at
the simple effects of type of training at the two different levels of type of team or you could look at
the simple effects of type of team at each of the three levels of type of training. Typically, you either
look at the simple effects of Factor A at Factor B or the simple effects of Factor B at Factor A and
usually not both, because they would provide redundant information and therefore result in alpha-
inflation problems. Although you would not typically request both simple effects, the syntax for
both will be presented here for illustrative purposes. Which simple effect you choose should be deter-
mined by the purpose of the study. The syntax to run simple effects analyses on Factor A is in Fig.
4.14.

Simple effects are specified on the “DESIGN” subcommand. If you want the overall ANOVA
results, as well as the results from a contrast, simple effect, and so on, you need to add a blank
“DESIGN” statement before or after line 3. A “DESIGN” statement with nothing after it tells SPSS
to run the full factorial model, which will give the overall ANOVA table. Notice in line 2 that the
“ERROR=WITHIN” subcommand was used because all orthogonal degrees of freedom between
groups were not specified on the “DESIGN” subcommand. Unless you are sure your request in-
cludes all orthogonal degrees of freedom between groups, inclusion of the “ERROR=WITHIN”
subcommand is generally a wise precaution.

To test a simple effect in SPSS, you simply specify on the “DESIGN” statement that you want
to test the simple effects of that factor at each level of the other. Thus, the statement to get the simple
effects of Factor A at each level of Factor B is seen in Fig. 4.14, line 3, where the numbers in paren-
theses after ‘factb’ specify the level of Factor B for the simple effect. The first part of the “DESIGN”
statement in the previous example, ‘facta WITHIN factb(1)’, directs SPSS to test the means of the
control group, Imagine group, or Practice group for the varsity players, in other words, if the 4.6,
3.4, and 6.6 are significantly different from one another. The second part of the “DESIGN” state-
ment, ‘facta WITHIN factb(2)’, directs SPSS to test whether the analogous means for the nonvarsity
players, in other words, the 3.2, 4.6, and 5.6, are significantly different from one another. The results
are in Fig. 4.15.

EXPLORING A SIGNIFICANT INTERACTION 51

FIG. 4.14. Syntax commands to test the simple effects of Factor A at the two levels of Factor B.

FIG. 4.15. Output for the simple effects of Factor A at both levels of Factor B.



The simple effect of Factor A was significant for the varsity, F(2, 24) = 10.18, p = .001, as well as
the nonvarsity players, F(2, 24) = 5.66, p = .010. This indicates that the means of 4.6, 3.4, and 6.6
were statistically different from one another and the means of 3.2, 4.6, and 5.6 were also significantly
different. Thus, type of training made a difference for both the varsity and nonvarsity players.

You could have tested instead the simple effects of Factor B at each level of Factor A, as seen in
Fig. 4.16.

The “DESIGN” statement to obtain the simple effects of Factor B at each level of Factor A
starts on line 3, where again the numbers in parentheses after ‘facta’ specify the level of Factor A for
the test of simple main effects. This example tests whether or not type of team makes a difference for
players in the control group, ‘factb WITHIN facta(1)’; whether or not type of team makes a differ-
ence for players in the Imagine group, ‘factb WITHIN facta(2)’; and whether or not type of team
makes a difference for players in the Practice group, ‘factb WITHIN facta(3)’.

As shown in Fig. 4.17, the simple effect of type of team is nonsignificant for the players in all
conditions (though it is near significant, p = .062, for the control group), thus type of team did not
have an effect for players in the control group, the Practice group, or the Imagine group.

For the sake of simplicity, assume you are interested in the first set of simple effects, the effect of
type of training at each of the different team types (simples of Factor A at levels of Factor B). From
the analysis, you learned that type of training makes a difference for both types of players, but you
do not know yet which group differences account for those simple effects. To answer that question,
you may next turn to simple comparisons.

Simple Comparisons and Simple Post Hocs

These are programmed quite similarly to the contrasts from the previous chapter. To proceed, assume
that you were only interested in the effect of type of training on the varsity players. In this case, you
might be interested in finding out if the control group is significantly different from the Imagine group
and if the Imagine group is different from the Practice group. Notice that you need only do these tests
in the varsity group, as that is the only group you are interested in. Thus, you are comparing the 4.6 to
the 3.4 and the 3.4 to the 6.6. The first step in conducting a simple comparison is to write a “CON-
TRAST” statement that gives you the contrasts of interest. The syntax to do this is in Fig. 4.18.
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FIG. 4.16. Syntax commands to test the simple effects of Factor B at the three levels of Factor A.

FIG. 4.17. Output for the simple effects of Factor B at the three levels of Factor A.

FIG. 4.18. Syntax commands to conduct simple comparisons on Factor A at the first level of Factor B.



The “CONTRAST” statement looks the same as it did in chapter 3. There is a row of 1s, the
same number of them as the number of groups of the factor on which you are doing the simple com-
parison (in this case Factor A) and then k − 1 contrasts.3 As usual, a “DESIGN” statement is in-
cluded with the “CONTRAST” statement. In line 4, the number in parentheses after the ‘facta’
refers to which contrast from the “SPECIAL” contrast you are specifying, whereas the number in
parentheses after the ‘factb’ is the level of Factor B in which the contrast is tested. Thus, in this ex-
ample, you are testing the control versus Imagine for the varsity players with the statement ‘facta(1)
WITHIN factb(1)’ and the Imagine versus Practice for the varsity players with the statement
‘facta(2) WITHIN factb(1)’. The “ERROR=WITHIN” subcommand is necessary because the con-
trasts requested do not exhaust the degrees of freedom. The output is in Fig. 4.19.

You can see that, within the varsity players group, there is a difference between the Imagine and
Practice groups (i.e., between the 3.4 and the 6.6), F(1, 24) = 19.95, p = .001, but not between the
control group and the Imagine group.

It is sometimes desirable to conduct simple post hoc tests, post hocs of the differences of all pairs
of cell means within a given row or column. The methods described previously are generally used
with sets of “SIMPLE” contrasts.

Interaction Contrasts

Instead of analyzing simple effects and then simple comparisons, you could test an interaction con-
trast. In this type of analysis, you are asking if a contrast on Factor A acts differently at one level of
Factor B versus another level of Factor B. Typically, interaction contrasts would be specified a pri-
ori. For example, you might be interested in a pairwise contrast testing whether the difference be-
tween the Imagine group and Practice group for the varsity players is the same as the difference
between the Imagine group and Practice group for the nonvarsity players. In another interaction
contrast, you could test whether the differences between the control and the average of the two other
types of training groups act differently across levels of Factor B. The syntax to test this when the fac-
tor you are looking at (Factor B here) has two levels is given in Fig. 4.20. An example of how to do
this when this factor has more than two levels can be seen in Fig. 4.22. To test the interaction con-
trast, you first write a “CONTRAST” statement with k − 1 contrasts. In this example, there are two
contrasts, the Imagine versus Practice contrast and the control versus the average of the two types of
training.

First, the contrasts are defined in line 2, then a “DESIGN” statement is written to test them. In
line 3, the first Factor A contrast, the second Factor A contrast, the Factor B effect (there is no con-
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FIG. 4.19. Output for the simple comparisons on Factor A at the first level of Factor B.

FIG. 4.20. Syntax commands to test interaction contrasts when one factor has only two levels.

3
3‘CONTRAST(facta)=REPEATED’ would work the way line 3 does, so could have been substituted.



trast possible on Factor B because Factor B has only two levels), and then the two interaction con-
trasts are specified. The number in parentheses after ‘facta’ refers to the contrast being tested and the
‘BY factb’ tells SPSS to test whether that contrast is acting differently at the different levels of Factor
B. You can think of this “DESIGN” statement as being similar to the one to run the overall
ANOVA, where you specify main effect Factor A, main effect Factor B, and then the interaction.
You are essentially doing the same thing here by specifying the main contrast effects and then the in-
teraction contrast effects. If you do not specify all of the effects (here all of the effects were specified),
the tests of the interaction contrasts will be incorrect, unless you add “ERROR=WITHIN”. The
output is in Fig. 4.21.

The difference between the control group and Imagine group on the marginal means, that is, the
difference between the 3.90 and the 4.00, the “FACTA(1)” effect, is nonsignificant, F(1, 24) = .04, p
= .845. However, there is a significant difference between the control group and the average of the
other two training groups, that is, the “FACTA(2)” effect, which tests whether the 3.90 differs from
the average of the 4.00 and the 6.10, F(1, 24) = 6.87, p = .015. The “FACTB” main effect is
nonsignificant, with exactly the same values as in the overall output, Fig. 4.4. Turning now to the
two interaction contrasts, the first, “FACTA(1) BY FACTB”, is significant, F(1, 24) = 6.58, p =
.017. Because “FACTA(1)” tests the difference between the control and Imagine groups, the inter-
pretation of this is that the difference between the control and Imagine groups is different for the
varsity and nonvarsity players. Specifically, for the varsity players, this difference is 1.20, or 4.6 (the
mean of the control condition) minus 3.4 (the mean of the Imagine condition). For the nonvarsity
players, this difference is −1.4, or 3.2 (the mean of the control condition) minus 4.6 (the mean of the
Imagine condition). The significant interaction contrast tells you that the 1.20 is significantly differ-
ent from the −1.40.

The second interaction contrast, “FACTA(2) BY FACTB”, does not reach significance, F(1,
24) = 2.92, p = .100. Because “FACTA(2)” examines the difference between the control group and
the average of the two other training groups, the interpretation of this is that the extent of this differ-
ence does not depend on whether you are considering the varsity or the nonvarsity players. For the
varsity players, this difference is −.40, or 4.6 (the mean of the control condition) minus 5.0 (the aver-
age of the 3.4 and the 6.6, the two other training conditions). For the nonvarsity players, this differ-
ence is −1.9, or 3.2 (the mean of the control condition) minus 5.1 (the average of the 4.6 and the 5.6,
the other two training conditions). The nonsignificant interaction contrast tells you that the −.40 is
not significantly different from the −1.9.

Interaction Contrasts When Both Factors Have More Than Two Levels

Although more complicated than the previous design, you can also conduct interaction con-
trasts when both factors have more than two levels. Keppel (1991, p. 254) distinguished two types of
such interaction contrasts: AComp × B and AComp × BComp. Although the former type represents no spe-
cial issues—the syntax discussed earlier, e.g., ‘facta(1) BY factb’, works appropriately—the latter
type, in which you wish to explore how a contrast on each of the factors interacts, has not been pre-
viously covered. To test it, you have to decide which contrasts you will examine in Factor A, as well
as which contrasts you will examine in Factor B. An example of how to set up such a design is in Fig.
4.22, assuming that Factors A and B have three levels.
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FIG. 4.21. Output for an interaction contrast where Factor A has three levels and Factor B has two levels.



In this example, for Factor A, you are looking at Group 1 versus Group 2 and Group 1 versus
the average of Groups 2 and 3, and for Factor B, you are looking at Group 1 versus Group 3 and
Group 2 versus Group 3. You set up contrasts on Factor B the same way you set them up on Factor
A (see line 3). On the “DESIGN” statement, the main effects contrasts must be specified before the
interaction contrasts.

Suppose the means are as in Table 4.2. The first interaction contrast in the “DESIGN” state-
ment, ‘facta(1) BY factb(1)’, tests whether the difference between a1 versus a2, as the first Factor A
contrast has the weights 1 −1 0, is different at b1 versus b3, as ‘factb(1)’ has the weights 1 0 −1 (the
numbers in parentheses refer to the contrast numbers for both factors). In other words, this interac-
tion contrast tests whether the 5 minus the 8 difference is similar to the 7 minus 11 difference. Now
consider ‘facta(2) BY factb(2)’. Because ‘facta(2)’ is 2 −1 −1, this explores the first Factor A group as
compared to the average of the second and third Factor A groups. Because ‘factb(2)’ has the weights
0 1 −1, this explores whether the second Factor B group differs from the third Factor B group. Thus,
putting these two together, ‘facta(2) BY factb(2)’ tests whether the 9 minus the average of 2 and 10,
that is 9 − [(2 + 10)/2] = 9 − 6 = 3, differs from the 7 minus the average of 11 and 3, that is, 7 − [(11 +
3)/2] = 7 − 7 = 0. As always, if every degree of freedom is not accounted for (i.e., all possible interac-
tion contrasts as well as all main effect contrasts), the results will be incorrect unless “ER-
ROR=WITHIN” is specified. In this case, all possible interaction contrasts are the first contrast on
Factor A interacting with the first contrast of Factor B, the second contrast on Factor A interacting
with the first contrast of Factor B, the first contrast on Factor A interacting with the second contrast
of Factor B, and the second contrast on Factor A interacting with the second contrast of Factor B.

Trend Interaction Contrasts and Simple Trend Analysis

Just as you can conduct a trend analysis in a one-factor ANOVA, you can also examine trends in a
two-factor design. To do this, you specify a “POLYNOMIAL” contrast for the quantitative factor.
Earlier in this chapter you considered trends on marginal means. Now the interaction of a particular
trend with the other factor, for example, the interaction of the linear trend of Factor A with Factor
B, is examined. If the interaction of the linear trend of Factor A with Factor B was statistically sig-
nificant, it would indicate that there are different linear trends of Factor A at the different levels of
Factor B, or linear trends of Factor A at some levels of Factor B, but not at others. To test this inter-
action, still assuming Factor A is the quantitative factor, the “DESIGN” subcommand would spec-
ify ‘facta(1) BY factb’.
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TABLE 4.2
Hypothetical Marginal and Cell Means for a 3 × 3 ANOVA

FACTA

FACTB a1 a2 a3 Average

b1 5 8 14 9
b2 9 2 10 7
b3 7 11 3 7
Average 7 7 9

FIG. 4.22. Syntax commands to conduct AComp × BComp interaction contrasts when both factors have
three levels.



There are other possible interactions of interest, for example, the interaction of two trends if
both factors are quantitative. Specifically, if the interaction of the linear trend of Factor A with the
linear trend of Factor B was statistically significant, it would indicate that the linear trend of Factor
A increases (or decreases) linearly over levels of Factor B. This would be tested with the specification
‘facta(1) BY factb(1)’. All such further specifications would be added to the “DESIGN”
subcommand. The only requirement is that the total of all degrees of freedom for interaction ques-
tions being tested should not add up to more than the number of degrees of freedom in the interac-
tion term. An example of the “DESIGN” subcommand that includes requests for trend interactions
in a 4 × 3 design is as follows:

/DESIGN=facta(1), facta(2), facta(3), factb(1), factb(2),
facta(1) BY factb(1), facta(2) BY factb(1), facta(3) BY factb(1),
facta(1) BY factb(2), facta(2) BY factb(2), facta(3) BY factb(2).

All of these designs can easily be extended to designs with three or more factors, as you will see in
chapter 5.

You can also examine simple trends, that is, trends on one factor within levels of the other factor
by “DESIGN” specifications of the form ‘facta(2) WITHIN factb(3)’, which would test the quad-
ratic trend on Factor A within the third level of Factor B.

PAC

A two-factor ANOVA can be easily run using the PAC pull-down menus in SPSS for Windows. You
would access the exact same menus as in the one factor, but this time, you would send two variables
over to the Fixed Factor(s) box as seen in Fig. 4.23.

You can conduct post hocs and trend analyses using the same menus as in the one factor. Spe-
cifically, to conduct post hocs, you would select the factor you wanted the post hoc test on along
with the test itself (see Fig. 4.24). You could request post hocs on both factors, but if you wanted dif-
ferent types of post hoc tests on the two factors (Duncan tests are selected in the example of Fig.
4.24), you would have to run the analyses separately.
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FIG. 4.23. Dialogue box for a two-factor between-subjects ANOVA.



To conduct any of the canned contrasts, you would use the Contrast button and select the con-
trast you desired, as outlined in chapter 3. Simple effects, simple comparisons, and interaction con-
trasts would have to be conducted with syntax. The syntax to accomplish these analyses is somewhat
more difficult than MANOVA’s (which was another reason to work primarily with MANOVA in
this text) and is detailed in chapter 13 for the interested reader. Power, effect size estimates, and
means can be obtained in the Options submenu as seen in Fig. 4.25.

You would send ‘facta’, ‘factb’, and ‘facta*factb’ over to the Display Means for box in order to
obtain both cell and marginal means. The boxes for power, effect size, and homogeneity are also
checked, thus providing you with that information, as outlined in chapter 3.

If you would like to run an unequal N analysis using something other than Type III SS, click on
the Model button at the top right of Fig. 4.23. You will get a dialogue box as seen in Fig. 4.26.
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FIG. 4.24. Dialogue box to conduct post hoc tests in a two-factor between-subjects ANOVA.

FIG. 4.25. Options dialogue box.



On the bottom left-hand side of the Model screen is another pull-down menu for Sum of
squares. By default, this is set to Type III. Other options include Type II (detailed earlier), Type I,
which is the approach labeled as “sequential” by MANOVA, and Type IV (a similar approach to
Type III that is sometimes used if any of the cells have N = 0).
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FIG. 4.26. Dialogue box to change the type of Sum of squares.



In chapter 4 you learned how to analyze a two-factor completely randomized ANOVA. In this chap-
ter, those commands are extended to a three-factor design (and beyond).

BASIC ANALYSIS OF VARIANCE COMMANDS

The data for this example are from Stevens (1999, p. 174). In order to make the output more under-
standable, the variables have been renamed from Stevens’ original terms. In this study, the re-
searcher investigated the effects of grade and gender of the participant and type of feedback on
memory. The dependent variable is ‘score’, the participant’s score on a memory test. There are three
independent variables: Factor A is grade (either first grade, coded 1, or third, coded 2), Factor B is
the gender of the participant (either boy, coded 1, or girl, coded 2), and Factor C is the type of feed-
back a person received (either positive, coded 1, negative, coded 2, or none, coded 3). This design is a 2
× 2 × 3 analysis of variance. Each participant of a certain level of age (‘facta’) and a certain gender
(‘factb’) received a certain level of feedback (‘factc’). For example, one group of participants was male
first graders receiving positive feedback. There are 12 (= 2 × 2 × 3) such groups of participants in all.

The syntax, presented in Fig. 5.1, is followed by an explanation of the function of the different
commands in the program.

The syntax for the three-factor ANOVA is very similar to that of the two-factor ANOVA. The
“MANOVA” command is followed by the dependent variable, in this case, ‘score’. Next is the key-
word “BY”, which in turn is followed by the names of the factors, here, ‘facta’, ‘factb’, and ‘factc’.
The variable names designating the factors are each immediately followed by parentheses that con-
tain the information on the levels of the factor. If you had wished to include a fourth, a fifth, or even

5 Three (and Greater) Factor
Between-Subjects Analysis of Variance

FIG. 5.1. Syntax commands to conduct a three-factor between-subjects ANOVA.
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more such factors or independent variables, they would simply each follow ‘factc’ and be defined in
the same manner. In order to obtain the means for each factor, for each combination of two factors,
and for the combination of 3 factors, you have to ask for them after the keyword “TABLES” on the
“OMEANS” subcommand in line 2. Effect sizes and power analyses were requested on lines 4
through 5. If you leave off the “DESIGN” subcommand, as was done here, SPSS will automatically
generate the full factorial model, which gives the results in Fig. 5.2. The output generated by
“OMEANS” has been omitted for now.

This output is an extension of that for the two-factor ANOVA. First, there is an F test for each
of the main effects, then F tests for each of the three possible two-way interactions, and finally an F
test for the three-way interaction. In this design, whether grade has an effect averaging over gender
and type of feedback is being tested as the “FACTA” main effect, whether gender has an effect aver-
aging over grade and all types of feedback is tested as the “FACTB” main effect, and whether type
of feedback has an effect averaging over all levels of grade and gender is the “FACTC” main effect.
You can observe that none of these effects is significant at the .05 level. You also receive the effect
size and power estimates for each effect, in response to lines 4 through 5. Recalling that the formula
for partial eta squared in factorial designs is SSFactor name/(SSFactor name + SSWithin Cells), Factor A, disre-
garding Factors B and C, accounts for 0.10% of the variance in the dependent variable; Factor B,
disregarding Factors A and C, accounts for 14.2% of the variance in the dependent variable; and, fi-
nally, Factor C, disregarding Factors A and B, accounts for 10.3% of the variance in the dependent
variable.

Here is the first part of the “OMEANS” output:

As seen, the “WGT.” (weighted) and “UNWGT.” (unweighted) means are identical, as they will
always be for equal N designs. To save space, however, the “OMEANS” portion of output deleting
the “UNWGT.” line will be reprinted in Fig. 5.3.
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FIG. 5.2. Output from a three-factor between-subjects ANOVA.



In Table 5.1 you will find the final set of means (for “FACTA BY FACTB BY FACTC”).

The nonsignificant main effects in the ANOVA printout suggest that the marginal means,
printed out first, are all not significantly different. For example, the means for the two Factor B con-
ditions, according to the printout, are 7.55556 and 9.55556, respectively. The nonsignificant (p =
.058) F value of 3.98 for “FACTB” suggests that these two means are not significantly different.

The two-way interactions each explore whether two of the factors interact, averaged over all lev-
els of the third factor. Consider, for example, the “FACTA BY FACTC” interaction, which the
ANOVA revealed to be significant at the .022 level, with an F value of 4.47 and 27.10% of the vari-
ance in the dependent variable accounted for by this interaction (note that the other 2 two-way inter-
actions are nonsignificant). The means being compared are displayed in the output section entitled
“Combined Observed Means for FACTA BY FACTC”. For the Positive Feedback condition (= 1),
the means are 7.83333 and 7.50000, for the first and third grades of Factor A, respectively. The re-
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FIG. 5.3. Output generated by OMEANS in a three-factor between-subjects ANOVA.

TABLE 5.1
Means for FACTA BY FACTB BY FACTC

factc1 factc2 factc3

facta1 facta2 facta1 facta2 facta1 facta2

factb1 6.33 6.67 4.33 11.33 12.00 4.67
factb2 9.33 8.33 8.67 9.00 11.00 11.00



spective means for the Negative feedback condition (= 2) are 6.50000 and 10.16667 and for the No
Feedback condition (= 3) they are 11.50000 and 7.83333. The entries in this table can also be ob-
tained by averaging the values in Table 5.1 over Factor B. For example, the value in the cell at the in-
tersection of ‘facta2’ and ‘factc2’ is 10.17. This comes from averaging the two values in the fourth
column in Table 5.1, the 11.33 and the 9.00 (20.33/2), all of which are ‘facta2’ and ‘factc2’. This two-
factor interaction therefore examines whether type of feedback has a different effect for the two
grade levels, averaging over gender. The significant “FACTA BY FACTC” two-way interaction is
thus telling you that the pattern across type of feedback for the first graders is different from the pat-
tern for the third graders. Each of the other means in each two-way table (actually, they are called
subtables) can likewise be found by averaging over the relevant means in the three-way table. In turn,
the marginal means are the average of the relevant means from the relevant two-way tables. For ex-
ample, the first-grade marginal mean (“FACTA=1”) of 8.61111, found in the “Combined Observed
Means for FACTA” printout portion, can also be found by averaging the 7.83, 6.50, and 11.50 from
the “FACTA BY FACTC” table or by averaging the 7.56 and the 9.67 from the “FACTA BY
FACTB” table.

New in this design is the three-way (or triple) interaction. The three-way interaction is a reflec-
tion of whether one of the two-way interactions is different or has a different pattern at each of the
levels of the third factor. For example, the “FACTA BY FACTB BY FACTC” interaction can be
interpreted as asking if the “FACTA BY FACTC” interaction is the same for the boys and girls
(“FACTB”). Alternatively, it can be interpreted as inquiring whether the “FACTB BY FACTC” in-
teraction has the same or different patterns for each level of “FACTA”, or whether the “FACTA
BY FACTB” interaction has the same or different patterns for each level of “FACTC”. All of these
questions have the same answer: Either they all have the same pattern or they all have different pat-
terns. In the current example, you would report the three-way interaction as significant, F(2, 24) =
4.13, p = .029, implying that these two-way interaction patterns are different over levels of the third
factor.

In the presence of a significant interaction, it is usually inappropriate to interpret the lower or-
der effects (i.e., main effects and interactions with fewer ways). In the case of the three-factor design,
if you do not have any a priori hypotheses, this means that you would first look at the three-way in-
teraction. If that is significant, you would proceed to explore within this significant interaction. If it
is not significant, instead turn to looking at the significance of the two-way interactions. Again, if
those are significant, explore those (exactly like you explored the significant interaction in a two-
factor ANOVA). If no interactions are significant, then you would interpret the main effects.

You can also interpret a significant main effect if any interactions with that term are not signifi-
cant. To interpret this main effect, you would either conduct a post hoc analysis on that factor or, if
you had a priori hypotheses, you could run the appropriate planned contrasts as in chapter 3.

EXPLORING A SIGNIFICANT THREE-WAY INTERACTION

Simple Two-Way Interactions

If the three-way interaction is significant, you would then look at one of the following:

The simple Factor A × Factor B two-way interaction at the different levels of Factor C.
The simple Factor A × Factor C two-way interaction at the different levels of Factor B.
The simple Factor B × Factor C two-way interaction at the different levels of Factor A.

Similar to looking at simple effects, you would typically choose one of these interactions to analyze,
and not all three. Your choice would depend on your interests. If you were interested in the simple
Factor A × Factor C two-way interaction at each of the different levels of Factor B, you would test
this interaction at the two levels of Factor B to examine its nature. The syntax to do that is in Fig.
5.4.
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The “DESIGN” statement is similar to the “DESIGN” statement to conduct a simple effects
analysis in a two-factor ANOVA (this time the optional “*” keyword instead of the equivalent “BY”
keyword is used). You simply tell SPSS which effect you want to test (in this case the Factor A ×
Factor C interaction) at which level(s) of another factor (in this case, each of the two levels of Factor
B). If you had an interest in this test at only one level of Factor B, then you would simply run the test
at that level only. Notice the “ERROR=WITHIN” subcommand in line 2. As before, unless the
“DESIGN” statement accounts for all orthogonal degrees of freedom between groups, you have to
specify that you want the “WITHIN” error term and not the default, which is “WITHIN+RESID-
UAL”. If you do not specify this, your tests will be incorrect.

The output in Fig. 5.5 looks very similar to the output seen previously for the between-subjects
designs. Here you can see that the Factor A × Factor C interaction is significant at the first level of
Factor B, F(2, 24) = 8.52, p = .002, but not at the second level, F(2, 24) = .08, p = .924.

Simple Simple Effects

If one of the tests of a simple two-way interaction is significant, as is “FACTA BY FACTC
WITHIN FACTB(1)”, you would follow it up with a simple effects test. Now, however, because the
test would be within a level of both Factor B and another factor, such effects are often termed simple
simple effects. For example, because the interaction of Factor A by Factor C was significant at the
first level of Factor B (i.e., there is an interaction between grade and feedback for boys), you could
then examine either the simple simple effects of Factor A within levels of Factor C or the simple sim-
ple effects of Factor C within levels of Factor A, in both cases restricting yourself to the first level of
Factor B. The “DESIGN” statement to test the simple simple effects of Factor C at both levels of
Factor A at the first level of Factor B is:

/ERROR=WITHIN
/DESIGN=factc WITHIN facta(1) WITHIN factb(1), factc WITHIN

facta(2) WITHIN factb(1).

Simply use double “WITHIN”s to tell SPSS that you want the effects of Factor C within the first level
of Factor A at the first level of Factor B and the effects of Factor C within the second level of Factor A
at the first level of Factor B. If you wanted to look at the simple simple effects of Factor A, you would
look at the effects of Factor A within the three levels of Factor C, all at the first level of Factor B.

A NONSIGNIFICANT THREE-WAY: SIMPLE EFFECTS

If the three-way interaction was nonsignificant, it would then be appropriate to examine the tests for
the simple two-way interactions. You should also look at the results of the power analysis to see if
you had enough power to detect the effect. If the power to detect the three-way interaction is low, it
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FIG. 5.4. Syntax commands to analyze a simple two-way interaction in a three-factor between-subjects
ANOVA.

FIG. 5.5. Output for testing a simple two-way interaction in a three-factor between-subjects ANOVA.



is possible that there is a three-way interaction, but there is not enough power to detect it. This
power analysis illustrates why it is important to do a power analysis before you start the project, so
you will have enough participants to detect the effects you are interested in.

If one of the two-way interactions was significant, you would simply proceed as you did in a
two-factor ANOVA when the interaction was significant. You would examine either the simple ef-
fects or specific interaction contrasts. In this example, the Factor A × Factor C interaction was sig-
nificant, so you could analyze the simple effects of Factor A at Factor C or the simple effects of
Factor C at Factor A. The syntax to test these effects is the same as it was in a two-factor ANOVA.
Namely, if you are testing the effects of Factor A at Factor C:

/ERROR=WITHIN
/DESIGN=facta WITHIN factc(1), facta WITHIN factc(2), facta

WITHIN factc(3).

The output would look identical to that presented in chapter 4 for simple effects. If one of these sim-
ple effects was significant, you would likely wish to follow it up with simple comparisons of interest.

Interaction Contrasts, Simple Comparisons, Simple Simple Comparisons,
and Simple Interaction Contrasts

An alternative analysis track to the one just presented is to do a series of planned interaction con-
trasts, specifically looking at those that are of theoretical interest to you (Keppel, 1991). You would
follow the logic of setting up contrasts that was presented in chapter 4. For example, you might be
interested in whether a certain contrast on Factor C interacts with Factor A and Factor B. Suppose
the contrast you were interested in on Factor C was comparing the positive and negative Factor C
groups, but omitting the No Feedback group. The syntax to test this three-way interaction contrast
is in Fig. 5.6.

You have to specify k − 1 contrasts on the “CONTRAST” subcommand even though you are
only interested in one of those contrasts. You must also specify “ERROR=WITHIN” or your sig-
nificance tests will be incorrect. To be sure the output is correct, you should also specify the remain-
ing interaction contrasts, that is, ‘factc(2) BY facta BY factb’.1 Interaction contrasts are quite
flexible and powerful, as you can not only evaluate a Factor C contrast interacting with Factor A
and Factor B, but also test Factor C contrasts by Factor A contrasts interacting with Factor B, and
even Factor C contrasts by Factor A contrasts by Factor B contrasts. The interested reader is re-
ferred to Keppel (1991).

Simple comparisons examine a contrast on one of the factors within levels of one of the other
factors. Consider first the “FACTA BY FACTC” subtable of means (Fig. 5.3). The first column of
this table (that is, when Factor A has the value 1) contains the means 7.83333, 6.50000, and
11.50000. Suppose you wished to examine whether the average of the first two of these significantly
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FIG. 5.6. Syntax commands to conduct an interaction contrast in a three-factor between-subjects
ANOVA.

1
1Because of a programming bug in MANOVA, specifying only the first, desired contrast inexplicably yields an incorrect

answer.



differed from the third. Because this looks within a column, it is simple. Because it examines a com-
parison within the column, it is a simple comparison. The syntax2 is in Fig. 5.7.

Simple simple comparisons examine a contrast on one of the factors within levels of both of the
other factors. For an example, consider the “FACTA BY FACTB BY FACTC” table of means (Ta-
ble 5.1). The first row, first column of each table (i.e., when ‘facta’ = 1 and ‘factb’ = 1) contains the
means 6.33, 4.33, and 12.00. Suppose you wished to test whether the difference between the first and
last means was significant. Because this is examining a set of cell means at a certain level of both
other factors, it is simple simple. Because you are examining a comparison on that set of cell means,
it is a simple simple comparison. The syntax3 to do this is illustrated in Fig. 5.8.

A simple interaction contrast is an interaction contrast between two of the factors within certain
levels of the third factor. Again consider Table 5.1. Suppose you wished to detect whether the differ-
ence between the 6.33 and 9.33 (‘factc’ = 1, ‘facta’ = 1, ‘factb’ = 1 and 2) was significantly larger than
the difference between the 4.33 and 8.67 (‘factc’ = 2, ‘facta’ = 1, ‘factb’ = 1 and 2). This is simple be-
cause it is within ‘facta’ = 1. It is an interaction contrast because it involves a contrast on Factor C
interacting with Factor B. Thus, it is a simple interaction contrast. The syntax is in Fig. 5.9.
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FIG. 5.7. Syntax commands to conduct a simple comparison in a three-factor between-subjects ANOVA.

FIG. 5.8. Syntax commands to conduct a simple simple comparison in a three-factor between-subjects
ANOVA.

FIG. 5.9. Syntax commands to conduct a simple interaction contrast in a three-factor between-subjects
ANOVA.

2
2Again, simple comparisons require specification of all the contrasts to obtain correct answers because of the program-

ming bug described in fn. 1. That is why ‘factc(2) WITHIN facta(1)’ is included on the “DESIGN” subcommand even though
it was not desired.

3
3Here, the two contrasts are not orthogonal, which does not matter. As long as the second contrast, ‘factc(2) WITHIN

facta(1) WITHIN factb(1)’, is specified on the “DESIGN” command, the answer will be correct.



COLLAPSING (IGNORING) A FACTOR

Assume a three-factor completely randomized design, where one of the factors is gender. Suppose
you completed the analysis and found that the main effect of gender was far from statistically signifi-
cant, no interaction involving gender approached significance, and that the gender-related differ-
ences were thus so small that it was clearly not an appropriate variable for this analysis. You might
now wish to look at the analysis with gender removed as a variable and ignore gender in any further
analyses. Ignoring a factor is quite simple in a completely randomized design. In the program state-
ment containing the “MANOVA” command, simply omit any reference to the factor you wish to ig-
nore. Figure 5.10 gives an example of a three-factor completely randomized design in which Factor
C is not mentioned in the “MANOVA” command specification and so is ignored in the analysis. The
analysis uses all of the data, but does not separate scores in terms of the levels of Factor C.

MORE THAN THREE FACTORS

All of the previous designs and discussions can be extended to include more than three factors. The
designs and possible contrasts, interactions, simple effects, and so on simply get more complicated.
All of the logic on setting up these designs is the same, however.

PAC

A three-factor ANOVA can be easily run using the PAC pull-down menus. You would access the ex-
act same menus as in the one- and two-factor designs, but this time, you would send three variables
over to the Fixed Factor(s) box (see Fig. 5.11). You could run post hocs and trend analyses using the
same menus as in the one factor, but all of the simple interactions, simple simple effects, simple ef-
fects, simple comparisons, interaction contrasts, simple simple comparisons, and simple interaction
contrasts would have to be run using the MANOVA program accessed through syntax or GLM syn-
tax (see chap. 13). Power, effect size estimates, and means can be obtained in the Options submenu,
as in the one factor.
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FIG. 5.10. Syntax commands to conduct a three-factor between-subjects ANOVA, collapsing across Fac-
tor C.

FIG. 5.11. Dialogue box for a three-factor between-subjects ANOVA.



In chapters 3 through 5, the analysis of completely randomized (or between-subjects) ANOVAs was
examined, first when there was only one factor (chap. 3), then when there were two (chap. 4) or three
or more (chap. 5) factors. Beginning in this chapter, the commands to conduct within-subjects or re-
peated measures ANOVAs (also called correlated measures designs) are covered. The most common
example for this kind of data arises when each participant gets each of the treatments or conditions
of the independent variable(s) or levels of the factor(s). In contrast, in the between-subjects designs
examined earlier, each participant received one and only one of the conditions. As was done for the
earlier designs, the simplest version (i.e., only one within-subjects factor) is presented first, in this
chapter, followed by more complex variants in subsequent chapters.

BASIC ANALYSIS OF VARIANCE COMMANDS

The data for this example, shown in Fig. 6.1, are from Stevens (1999, p. 207) and have been renamed
to make the output more understandable. A researcher investigated the effects of word length on
memory. The dependent variable is number of words that participants recall immediately after read-
ing a word list. The independent variable is the length of the words, with three levels, either short, 3
letters or less (a1), medium, 4 to 6 letters (a2), or long, more than 6 letters (a3). As is the hallmark of
within-subjects designs, each participant received each of these three levels. Specifically, a partici-
pant read a word list with short words and then completed a memory test for that list; the participant

6 One-Factor Within-Subjects
Analysis of Variance

FIG. 6.1. Data from a one-factor within-subjects ANOVA with three levels of Factor A. J. P. Stevens
(1999). Intermediate Statistics: A modern approach (2nd ed.), p. 207. Copyright by Lawrence Erlbaum Asso-
ciates. Reprinted with permission.
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also read a word list with medium words and took a memory test on that list; finally, the participant
read a list with long words and took a memory test on that list. Ideally, the researcher would have
randomized the order of the three conditions across participants to remove any order or practice ef-
fect. For example, one or more participants would have read and been tested for recall on the list of
medium-length words first, then on the short words, and then on the long words; another would
have read first short, then medium, and then long; another would have read first long, then short,
and then medium, and so on. In this example, there are five different participants, labeled s1 to s5. In
Fig. 6.1, the data for all participants is rearranged into the order short, medium, long, regardless of
the order in which they actually received the word lists.

The data, when entered into SPSS, has three variables for each participant, called a1, a2, and a3,
respectively. Because each participant receives every condition, there is no need to add a variable
designating which condition the participant receives, the grouping variable that had been the inde-
pendent variable in examples previously. The syntax, presented in Fig. 6.2, is followed by an expla-
nation of the function of the different commands in the program.

The setup for the within-subjects ANOVA is somewhat different from that for the between-
subjects ANOVAs. You still start with the “MANOVA” command, however, now it is followed by
the names of each of the conditions. In this case there are three conditions, so there are three scores
named on the “MANOVA” command. There is also no keyword “BY”, because there are no be-
tween-subjects factors. In order to let SPSS know it is a within-subjects or repeated measures study,
a new subcommand is specified, namely the “WSFACTORS” subcommand on line 2 (which stands
for “within-subjects factor”). The “WSFACTORS” subcommand must be the first subcommand
following the “MANOVA” command. Because the within-subjects factor does not actually exist per
se in the raw data, you must assign it a name here to refer to in the printout. This is done by follow-
ing “WSFACTORS” with an equal sign and, to the right of that equal sign, providing a variable
name for the within-subjects factor. The within-subjects factor can be named anything (following
SPSS naming conventions) that has not already been used for a variable name. Here the factor is
named ‘facta’. The number in parentheses after the new name is the number of levels (or conditions)
of the within-subjects factor. For a one-factor within-subjects design, this number is the same as the
number of variables named earlier on the “MANOVA” command.

Line 3 directs SPSS to print out the observed means, as was done earlier, and in lines 4 and 5 ef-
fect size and power analyses have been requested and would be interpreted the same as for the be-
tween-subjects ANOVAs. Lines 6 and 7 are each optional and, if left off, SPSS will automatically
generate the full factorial model. With a within-subjects design, there are two design statements, a
“WSDESIGN” (i.e., the design on the within-subjects factors) and a “DESIGN” (which specifies
the design on the between-subjects factors). Although both are optional here, they will be necessary
in more complicated designs, so some researchers like to include them to get into the habit of having
both statements. The output from this analysis, which is considerably changed from that of between-
subjects designs, is in Fig. 6.3.
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FIG. 6.2. Syntax commands to conduct a one-factor within-subjects ANOVA.



Because the subcommand “OMEANS” was used, the means for the different levels of the factor
are printed out first, in output that looks slightly different from previous output, because only
means “For entire sample” are printed. Next, a table is printed out labeled “Tests Of Between-
Subjects Effects”, which may be a bit surprising given that there are no between-subjects factors in
this design. This table can be ignored for designs like the ones covered in this chapter and in chapter
7 without between-subjects factors. The final portion of output is termed “Tests involving ‘FACTA’
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Within-Subject Effect”. The portion of output beginning “Mauchly sphericity test” will be tempo-
rarily skipped and instead the significance tests will be covered.

Analysis of Variance Summary Tables

The significance tests are divided into two types, “Multivariate Tests” and “AVERAGED Tests”
(which are also commonly termed univariate). The multivariate tests are only present when there are
three or more levels of the within-subjects factor and precede the univariate tests. For within-
subjects factors with only two levels, only the univariate tests are conducted.

The multivariate tests in the SPSS printout give three significance tests, each with probability
values, labeled “Pillais”, “Hotellings”, and “Wilks”.1 Each test is based on different criteria that are
in common use, with no clear consensus as to which is best. However, the multivariate tests tend to
give answers that in most instances are all quite similar (or even exactly the same, as here). Gen-
erally, they are more conservative and give larger probability values than the “AVERAGED” or
univariate tests, although occasionally this will not be the case. The univariate tests, on the other
hand, are the ones for which hand calculation methods are typically given in textbooks, such as in
Keppel (1991, pp. 346–350) or Stevens (1999, p. 208). The “WITHIN CELLS” line in the univariate
summary table is the error term (which, for one-factor within-subjects designs, Keppel referred to as
the A × S term and many other texts refer to as the “treatment by subject” term), and the line with
the factor name (in this example, “FACTA”) offers the sum of squares, mean square, degrees of
freedom, and significance level for the test of the within-subjects factor. In the example, the F is sig-
nificant and, together with the effect size results, would be reported in APA format something like
this: The difference between the three word length conditions is significant, F(2, 8) = 12.67, p = .003.
Specifically, word length accounts for 76.0% of the variance in memory. If you wish to suppress the
multivariate printout, you can do so by using the following subcommand:

/PRINT = SIGNIF (AVONLY)

CORRECTION FOR BIAS IN TESTS OF WITHIN-SUBJECTS FACTORS

The univariate approach to analysis of variance for within-subjects factors is known to result in pos-
itively biased F tests, which means statistical significance may be found too often. This is why the
multivariate tests are provided, and also why the section of printout beginning “Mauchly sphericity
test” is included. The positive bias is primarily due to violations of the univariate test’s assumption
of homogeneity of the variances of differences among pairs of treatment measures (i.e., between
pairs of levels of the within-subjects factor). This assumption is also referred to as the sphericity as-
sumption. The multivariate tests do not make this sphericity assumption and so are immune from the
positive biasing effect when it is violated. However, as a result, they are somewhat more conservative
than the univariate test, as noted earlier, resulting in tests with reduced power (Huynh & Feldt,
1976).

Thus, a reasonable preliminary question would appear to be whether evidence of violation of
the sphericity assumption is present. A test for this assumption, the Mauchly sphericity test, is of-
fered in the SPSS printout. In the previous example, this test is not even close to significant (p =
.351). If the test had been statistically significant, it would suggest that the sphericity assumption had
been violated. Unfortunately, problems, primarily involving the test’s oversensitivity, reduce its
practical value. Kesselman, Rogan, Mendoza, and Breen (1980) demonstrated, with the aid of
Monte Carlo data, that no advantage was gained by incorporating the Mauchly sphericity test into
the decision process. Violations of the assumption cannot occur if the within-subjects factor has only
two levels (because there is only one pairwise variance), which is why neither the multivariate analy-
sis nor the Mauchly test is provided when a within-subjects factor has only two levels.
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An alternative to using the multivariate tests is the use of a correction in the degrees of freedom,
permitting a choice of a larger critical F value, which, if properly selected, avoids the positive bias
problem. Box (1954) developed a correction factor, epsilon, a fractional value that, when multiply-
ing both the numerator and denominator degrees of freedom of the F ratio, yields reduced degrees of
freedom. The reduced degrees of freedom pertain to the correct (bias-free) F distribution, which can
then be used to obtain the higher, but correct, critical F value for testing the within-subjects factor.
The value of epsilon can serve both as a correction factor and as an index of the extent of the viola-
tion of the assumption of homogeneity of variances of differences. Epsilon varies between a value of
1 (no violation of the assumptions) and 1/(k − 1) (maximum violation of the assumptions, referred to
in the printout as “Lower-bound Epsilon”), where k is the number of levels of the within-subjects
factor. The true epsilon is never known exactly in actual data collection situations. Fortunately,
there are two correction factors that are generally recognized as useful for estimating epsilon: the
Greenhouse-Geisser epsilon estimate (Geisser & Greenhouse, 1958) and the Huynh-Feldt epsilon es-
timate (Huynh & Feldt, 1976). Both epsilon estimates are given in the SPSS printout when within
subjects factors with more than two levels are analyzed.

The procedure of Greenhouse and Geisser has been endorsed by others in the field (e.g., Keppel,
1982; Myers, 1979). Following their suggested procedure involves first checking the printout for the
univariate F test of the within-subjects factor. If this test, which might be positively biased, is not sta-
tistically significant, the issue ends there, with the report that the difference is nonsignificant. If,
however, the ordinary univariate F test leads to statistical significance, a more conservative (likely
too conservative) test is tried next. The printout, in the same table giving the Greenhouse-Geisser
and Huynh-Feldt epsilon estimates, gives the lower bound epsilon. The researcher would multiply
this lower bound epsilon by each degrees of freedom, and then use the resulting lower bound degrees
of freedom to identify a new criterion F value in an F table (you can also have the computer run this
test for you, as discussed later). The printout F would then be compared to this conservative crite-
rion. If the result is significant even with the conservative criterion, then once again the issue is ended
(this time with a conclusion that the difference is statistically significant). If the two tests contradict
each other, that is, if the uncorrected (positively biased) test yields statistical significance and the
conservative (negatively biased) test does not, then the more specific epsilon correction in the de-
grees of freedom is made, substituting either the Greenhouse-Geisser or Huynh-Feldt epsilon esti-
mate in place of the lower bound epsilon. SPSS will also print out the Greenhouse-Geisser and
Huynh-Feldt significance tests (the lower bound F test is also printed out when one of these other
tests is requested) with the following subcommand:

/PRINT=SIGNIF (GG HF)

The use of one of these estimates, besides being likely to yield higher degrees of freedom than the
lower bound, should yield degrees of freedom for the unbiased F distribution, the distribution that is
more likely to represent the true degrees of freedom created by the extent of the violation of the as-
sumption. The new degrees of freedom obtained with one of the estimates should then be used to se-
lect a new critical F value, with which a final statistical decision is made. The printout containing
these tests is in Fig. 6.4.

It was seen in Fig. 6.3 that the overall F was significant (p = .003), thus, you would now turn to
whether or not the “Lower bound” test is significant. You can see that this test is significant (p =

CORRECTION FOR BIAS IN TESTS OF WITHIN-SUBJECTS FACTORS 71

FIG. 6.4. Output for “corrected” tests in a one-factor within-subjects ANOVA.



.024), thus, you would conclude that word length did have an effect on memory. If the lower bound
test had been nonsignificant, you would have turned next to either the test using the Greenhouse-
Geisser or Huynh-Feldt epsilon (see later discussion as to which epsilon to use). If that test indicates
that the effect is significant, then your final conclusion would be that the effect is indeed significant.

The next issue is the choice of the epsilon estimate. Huynh and Feldt (1976) recommended that
their epsilon estimate should be used in most situations, reserving the Greenhouse-Geisser epsilon
estimate for use only when the assumptions are strongly violated (when the true epsilon is less than
.5). However, the true epsilon value is never known. If the two estimates are close, with both esti-
mates low, you would be justified in using the Greenhouse-Geisser estimate. If both are high, the
Huynh-Feldt estimate would be appropriate. If they contradict each other, one high and one low,
there would be two different sets of degrees of freedom, which can be used to select a critical F value.
In this case it might be useful to try both epsilons, testing the empirical F against the two different ta-
bled critical F values. It would then be appropriate to use a decision procedure analogous to the one
used with the lower bound degrees of freedom correction, and the F test with the original degrees of
freedom. In this case the two different critical values will be closer together than when using the
lower bound epsilon, improving the probability of the two epsilons leading to the same decision. If
the two estimates lead to different decisions, this fact might simply be reported in a research report
or article.

The procedure for using any of the three epsilons (the lower bound epsilon, the Greenhouse-
Geisser epsilon, or the Huynh-Feldt epsilon) is the same and, although the computer will calculate
the significance tests for you, it is explained here so that you know what the computer is doing. You
multiply the chosen epsilon by both the numerator and denominator degrees of freedom. Because
noninteger values of degrees of freedom can occur as the products, it is reasonable to round to the
nearest integer. For example, consider a two-factor design with a within-subjects factor, containing
three levels and 37 participants. The univariate F test would have (2, 72) degrees of freedom. The
lower bound epsilon, displayed in the printout, would be .50. Multiplying this decimal value times 2
and 72 would yield degrees of freedom of (1, 36). If the Huynh-Feldt epsilon was selected from the
printout instead and was found to be, say, .68, the resulting nearest integer degrees of freedom
would be (1, 49). The F tables would be consulted for the new critical values of the adjusted degrees
of freedom. The empirical F ratio would be tested against the new critical value. For (2, 72) df, the
critical value for a .05 Type I error probability is 3.13; for (1, 36) df, it is 4.11. A more specific esti-
mate, such as the hypothetical Huynh-Feldt estimate of .68 that results in (1, 49) df, yields a critical
value between the other two of 4.04.

PLANNED CONTRASTS

In order to specify contrasts for a within-subjects design, either the “CONTRAST” subcommand
(which provides the correct answer only for orthogonal contrasts) or the “TRANSFORM” sub-
command may be used. The “TRANSFORM” subcommand is similar to the “CONTRAST”
subcommand, but more versatile (because it is also appropriate for nonorthogonal comparisons), so
it will be explicated first. Basic syntax is in Fig. 6.5.
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FIG. 6.5. Syntax commands to conduct contrasts in a one-factor within-subjects ANOVA using the
TRANSFORM subcommand.



The “TRANSFORM/RENAME” Method for Nonorthogonal Contrasts

To test contrasts with the “TRANSFORM” subcommand, start with the “MANOVA” command,
as in line 1, but leave off the “WSFACTORS” subcommand. Then get the means with “OMEANS”.
Next, the “TRANSFORM” subcommand is used. The specification of the “TRANSFORM”
subcommand is very similar to that for the “CONTRAST” subcommand, differing primarily in
what is enclosed in the first set of parentheses. Whereas in “CONTRAST” it was the factor name, in
“TRANSFORM” it is the names of each of the conditions or variables, as was specified on line 1.
You could also use the “TO” convention on the “TRANSFORM” subcommand. Thus, ‘(a1 a2 a3)’
and ‘(a1 TO a3)’ work identically. In this example, “SPECIAL” contrasts are specified: After the
obligatory set of 1s, the first contrast compares the medium-length condition to the average of
the other two, and the second contrast compares the medium- to long-word conditions. (Note that
the contrasts are nonorthogonal.)

The “RENAME” subcommand in line 4 is optional but very useful for labeling output. The
specification of “RENAME” requires one new name for each contrast. You can use any meaningful
names, but you must follow SPSS variable naming conventions. The set of all 1s must be named as
well. Here it is named ‘skip’ to remind you to ignore it on the printout. The other two contrasts are
named ‘medvoth’ (medium vs. others) and ‘medvlong’ (medium vs. long), respectively, to be as mne-
monic as possible within the confines of eight-character SPSS names. “WSDESIGN” and
“DESIGN” subcommands are optional and are not included. The output from the program in Fig.
6.5 is in Fig. 6.6.

The multivariate output was suppressed by the use of the “NOPRINT” subcommand in line 5
(the “PRINT” subcommand does not work with the “TRANSFORM” subcommand). The output
of interest is the univariate F tests, where the F test for each contrast (as well as the set of 1s now con-
veniently labeled “SKIP”) is given. Notice, however, that this output is arranged somewhat differ-
ently; for example, the two df values are at the top. The contrast labeled “MEDVOTH” is
nonsignificant, F(1, 4) = 5.27, p = .083. The difference between the medium and long words, how-
ever, is significant, with an F of 16.00 and p value of .016.

Had the “RENAME” subcommand not been used, the three F tests would be labeled “T1”,
“T2”, and “T3”, respectively instead of “SKIP”, “MEDVOTH”, and “MEDVLONG”.

Because the test for a contrast does not use the “WSFACTORS” subcommand, you cannot ob-
tain the overall F test here. If you need the overall F test, you would have a separate “MANOVA”
like the one in Fig. 6.2 preceding the syntax in Fig. 6.5. In addition to “SPECIAL”, the other
“canned” sets of weights, such as “SIMPLE”, “REPEATED”, and “POLYNOMIAL”, are applica-
ble to “TRANSFORM”. “POLYNOMIAL” is what would be used for trend analysis and useful
“RENAME”s for trend analysis would be ‘skip, linear, quadratic, cubic’, and so on.

If you wanted to specify more than k − 1 contrasts, you would need to have multiple “TRANS-
FORM” subcommands. To get each one to produce printout, include a “DESIGN” subcommand
after each one (the final one is not needed, however). The “RENAME” subcommand will, by de-
fault, stay in effect until changed with a new “RENAME”, so it is a good idea to accompany each
“TRANSFORM/DESIGN” set with an interposed appropriate “RENAME”. This principle will be
illustrated later, for the case of post hocs.
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The “CONTRAST/WSDESIGN” Method for Orthogonal Contrasts

For orthogonal contrasts, and only for orthogonal contrasts, you can use the “CONTRAST”
subcommand as an alternative to “TRANSFORM”. Although it is not particularly easier to use in
the present application, there are advantages in terms of ease of use for more complex within-
subjects designs. It is set up identically as in between-subjects contrasts. For the previous example
contrast (i.e., contrasting the mean of Group a2 with the average of the means of Groups a1 and a3),
the analysis is set up as seen in Fig. 6.7.

Use of the “CONTRAST” subcommand requires that “WSFACTORS” be specified as the first
subcommand in the syntax. The “CONTRAST” subcommand itself is set up identically as in the be-
tween-subjects design, except that the variable name in parentheses that follows the word “CON-
TRAST” is the name you specified on the “WSFACTORS” subcommand. As before, you must
have a contrast of all 1s, followed by k − 1 (in this case, two) orthogonal contrasts. In order to make
the contrasts orthogonal, the weights 1 0 −1 were substituted for the nonorthogonal weights 0 1 −1
that appeared in Fig. 6.5. As in between-subjects usage of “CONTRAST”, you could also specify
any of the canned contrast routines that are orthogonal, including a trend analysis, if appropriate.
Line 5 indicates that you want significance tests of both contrasts, hereafter called ‘facta(1)’ and
‘facta(2)’. The form of a specification requesting orthogonal contrasts on within-subjects factors is
identical to that for requesting contrasts in between-subjects design (e.g., see line 4 in Fig. 3.4), ex-
cept that here it is found on the “WSDESIGN” rather than on the “DESIGN” subcommand. Se-
lected output is presented in Fig. 6.8.
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FIG. 6.7. Syntax commands to conduct orthogonal contrasts using the CONTRAST subcommand in a
one-factor within-subjects ANOVA.

FIG. 6.8. Output for orthogonal contrasts using the CONTRAST subcommand in a one-factor within-
subjects ANOVA.



At the top of the output is a warning that you used a special contrast and the program assumes
that contrasts are orthogonal and will test (“fit”) different contrasts from those requested if they are
not. Next are the significance tests. The first contrast (identical to the one named “MEDVOTH” in
Fig. 6.6) is nonsignificant, F(1, 4) = 5.27, p =.083. The second contrast (note that it is a different con-
trast having different weights from the second contrast in Fig. 6.6, a contrast chosen to be orthogo-
nal) is significant, F(1, 4) = 56.00, p = .002.

POST HOC TESTS

Presuming no a priori contrasts had been planned for the previous example, because the overall or
omnibus test was significant, it would be appropriate to conduct post hoc tests. Recall that
MANOVA does not have special syntax for post hoc tests, but instead requires repeated use of
“SIMPLE” contrasts to obtain numerical values, and then manual computation of criterion values
for Tukey, Scheffé, and other tests. Because “SIMPLE” weights are nonorthogonal, the “TRANS-
FORM” method must be used. This is demonstrated in Fig. 6.9.

The F or p values produced by these commands would be compared against special criterion val-
ues appropriate to the specific type of post hoc (e.g., Tukey, Bonferroni, etc.) test, as described in
chapter 3.

PAC

A one-factor within-subjects ANOVA can be run using the PAC pull-down menus in SPSS for Win-
dows. To do so, select the Analyze option and then choose the General Linear Model (GLM) and,
under this menu, choose Repeated Measures (see Fig. 3.14). The first screen you will see is shown in
Fig. 6.10.
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FIG. 6.9. Syntax commands to conduct post hocs in a one-factor within-subjects ANOVA.

FIG. 6.10. Dialogue box to define within-subjects factors with the default name of the factor displayed.



This screen asks you to provide a Within-Subjects Factor Name. The name of the factor by de-
fault is ‘factor1’. You can change this name by typing in any name you want (following SPSS nam-
ing conventions), such as ‘facta’ (see Fig. 6.11). After naming the factor, you have to type in the
Number of Levels it has, in this case, ‘3’. Remember that you need to name the factor here, as there is
no within-subjects factor in the raw data.

Then the Add button will darken so you can click it. Then the Define button will darken so the
screen appears as in Fig. 6.12.

Now click Define. You will get to the screen seen in Fig. 6.13.

76 6. ONE-FACTOR WITHIN-SUBJECTS ANOVA

FIG. 6.11. Dialogue box to define wtihin-subjects factors, with factor name displayed.

FIG. 6.12. A completed dialogue box to define a within-subjects factor.

FIG. 6.13. Dialogue box to analyze a within-subjects ANOVA.



Now you can define which variables from your dataset make up the within-subjects factor
‘facta’. You will have the opportunity to pick as many variables as there are levels of the factor. To
pick the variables, simply highlight the variables on the left and hit the little arrow key. You may
then click OK (see Fig. 6.14).

The printout looks somewhat different from that discussed earlier. For example, the Mauchly
test is arrayed as seen in Fig. 6.15.

The significance tests come out quite differently as well, as shown in Fig. 6.16.
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FIG. 6.14. Dialogue box to analyze a within-subjects ANOVA with variable names inserted.

FIG. 6.15. PAC Mauchly sphericity test output.

FIG. 6.16. PAC output from a within-subjects ANOVA.



The “Sphericity Assumed” test is what was termed a “univariate” or “AVERAGED” test in
MANOVA. Here you automatically obtain the Greenhouse-Geisser and Huynh-Feldt epsilon cor-
rected tests, in contrast to needing to specify them with a subcommand in MANOVA. In the
multivariate section (not shown) it also gives significance by Roy’s (Largest Root) criterion, not
available in MANOVA. By default, the polynomial contrasts are printed out and there is no way to
suppress this output unless you specify other contrast types (see later discussion). If you are not in-
terested in this output, or the multivariate output, you can simply ignore it.

You may run contrasts using the Contrast button, but only the canned ones, such as Simple and
Polynomial. The contrasts do not have to be orthogonal. The printout accompanying Simple is in
Fig. 6.17.

“SPECIAL” contrasts are only available from a syntax window (see chap. 13). Power, effect size
estimates, and means can be obtained by clicking the Options button at the lower right of Fig. 6.13,
which brings up a window identical in appearance and function to that in Fig. 3.18.

Post hoc tests, one of the real benefits of PAC over MANOVA for between-subjects designs, are
not available for within-subjects designs from the PAC menus. Instead, when the Post Hoc button of
Fig 6.13 is clicked, you get the window in Fig. 6.18.

Although you cannot obtain the wide variety of post hoc tests for a within-subjects factor that
you can for a between-subjects factor, you can obtain the Bonferroni and Sidak tests through the
Options dialogue box. When the Options dialogue box comes up, to obtain post hocs, you need to
obtain the means on your factor. Here you would send ‘facta’ over to the Display Means for box as
seen in Fig. 6.19.
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FIG. 6.17. PAC output for a Simple contrast in a within-subjects ANOVA.

FIG. 6.18. The post hoc dialogue box for within-subjects designs.



After requesting the means, you want to click on the Compare main effects box in the upper
right. Once you do this, the box labeled Confidence interval adjustment will be usable and you can
then select Bonferroni or Sidak tests by pulling down the menu. In Fig. 6.20, Bonferroni tests were
selected. In Fig. 6.21, the output is presented.
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FIG. 6.19. Options dialogue box in which ‘facta’ means have been requested.

FIG. 6.20. Running a Bonferroni post hoc test in a one-factor within-subjects ANOVA in PAC.



You can see that Groups 1 and 3 and 2 and 3 are significantly different from one another, but
that Groups 1 and 2 are not.
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FIG. 6.21. PAC output for a Bonferroni post hoc test in a one-factor within-subjects ANOVA.



In chapter 6, how to analyze a one-factor within-subjects ANOVA was explained. In this chapter,
those commands are extended to a two-factor within-subjects design and beyond, to three or more
within-subjects factors.

BASIC ANALYSIS OF VARIANCE COMMANDS

The data for this example are in Fig. 7.1. In this hypothetical study there are two within-subjects fac-
tors. Factor A is a list of words, either low or high in concreteness (thus Factor A has two levels) and
Factor B is four trials in which the participants study the lists and then recall as many words as they
can in 1 minute (thus Factor B has four levels). This is a 2 × 4 ANOVA with repeated measures on
both factors.

The program, presented in Fig. 7.2, is followed by an explanation of the function of the different
commands in the program. The “DATA LIST” command is included to demonstrate how the data
have been entered into the computer. In the data set, the first score for a participant is their score
from the first level of Factor A combined with the first level of Factor B (in other words, Trial 1 of
low concrete words), the next number is their score on the first level of Factor A at the second level

7 Two (or More) Factor Within-Subjects
Analysis of Variance

FIG. 7.1. Data from a two-factor within-subjects ANOVA with two levels of Factor A and four levels of
Factor B.
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of Factor B (in other words, Trial 2 of low concrete words), the third number is their score on the
first level of Factor A at the third level of Factor B, and so on. The fifth score, therefore, would be
the second level of Factor A at the first level of Factor B (in other words, Trial 1 of high concrete
words). Thus, Factor A is said to be the factor that is changing the most slowly. In the “DATA
LIST” command, the scores are ‘a1b1’, ‘a1b2’, ‘a1b3’, ‘a1b4’, ‘a2b1’, and so on.

The setup for the two-factor within-subjects ANOVA is similar to that for the one-factor
within-subjects ANOVA. You start with the “MANOVA” command, followed by each of the
scores on the dependent variable. In this case there are eight total scores (two levels of Factor A
times four levels of Factor B). There is no keyword “BY” because there are no between-subjects
factors.

Just as in the one-factor within-subjects design, in order to let SPSS know this is a within-
subjects design, the “WSFACTORS” subcommand is used and has to be the first subcommand fol-
lowing the “MANOVA” command. On the “WSFACTORS” subcommand, you give names to your
factors. The order of these factors is important. The factor that changes more slowly is always
placed first (Factor A in this example). The phrase “changes more slowly” refers to the levels of the
factor as you move from left to right in Fig. 7.1, as summarized in the sequence ‘a1b1 a1b2 a1b3
a1b4 a2b1 a2b2 a2b3 a2b4’ (see lines 2–4 of Fig. 7.2). Note that the levels of Factor B change in the
first four components in the sequence from b1 to b2 to b3 to b4, whereas Factor A remains as al, not
changing until the fifth component (in ‘a2b1’). Thus Factor A changes more slowly in this listing of
conditions, so that the name you give to Factor A, ‘facta’, appears first after the equal sign in the
“WSFACTORS” subcommand. The numbers in parentheses after the names are, again, the number
of levels (or conditions) of the within-subjects factors.

In lines 6 through 8, effect size, power analyses, and means were requested, as in the one-factor
within-subjects ANOVA. Additionally, in line 8, the multivariate printout has been suppressed by
requesting univariate printout only (“AVONLY”). You could opt to obtain multivariate printout
(by omitting the “AVONLY” specification of line 8), and those options and procedures were fully
discussed in chapter 6, and will not be repeated here. Lines 9 and 10 are optional and, if left off,
SPSS will automatically generate the full factorial model, that is, the printout in Fig. 7.3. The out-
put from the between-subjects test and all sphericity tests have been omitted. If the sphericity tests
indicated a violation of the assumption, you would follow the steps outlined in chapter 6 to correct
for this.
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FIG. 7.2. Syntax commands to conduct a two-factor within-subjects ANOVA.
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FIG. 7.3. Output from a two-factor within-subjects ANOVA.



Because the subcommand “OMEANS” was specified, the means for each of the eight combina-
tions of Factor A and Factor B are printed out. Note, however, that with MANOVA in two- (or
more) factor within-subjects designs, it is not possible to obtain Factor A and Factor B marginal
means, only the previous cell means. Marginals may be obtained by hand calculations (which are
presented in Table 7.1) or with other SPSS programs.

Analysis of Variance Summary Tables

Only the univariate tests are obtained because the multivariate output was suppressed on line 8 of
Fig. 7.2. Each of the tests is clearly labeled with the name you gave it on the “WSFACTORS”
subcommand.1 There is a significance test, a sphericity test (not printed here), power, and effect size
estimates for each of the effects, as well as for their interaction. There is a significant main effect for
both Factor A, F(1, 3) = 30.53, p = .012, partial eta squared = .911, and Factor B, F(3, 9) = 34.00, p =
.001, partial eta squared = .919, but a nonsignificant interaction, F(3, 9) = 3.06, p = .084, partial eta
squared = .505. All of the caveats on the bias in one-factor within-subjects tests apply here and the
researcher should keep them in mind.

Because there are two factors, additional analyses could include all the types of analyses dis-
cussed in chapter 4: simple effects (if the interaction is significant), contrasts on main effects (includ-
ing post hocs and trend analysis), simple comparisons, and interaction contrasts. Looking at the
power associated with the interaction test, it is fairly low (.52) and, because the test is almost signifi-
cant, if you had predicted this interaction you might want to explore it in follow-up analyses.

MAIN EFFECT CONTRASTS

If you had a priori hypotheses about differences on a factor and the interaction was nonsignificant,
you could examine the main effect contrasts. When the factor has only two levels (such as Factor A),
of course, this would be irrelevant, because there is only one possible difference to be significant.
However, when the factor has three or more levels, such an analysis would be appropriate. In the
previous example, Factor B has four levels, so you could conduct contrasts on it. As was the case for
the other designs considered, there are a wide variety of contrasts that can be done. You can do any
of the canned contrasts available in SPSS including trend analysis, or you can write “SPECIAL”
contrasts of interest.

Orthogonal and nonorthogonal contrasts will be specified differently, as they were in chapter 6.
For nonorthogonal contrasts, only the “TRANSFORM” method may be used, whereas for or-
thogonal contrasts, either the “CONTRAST/WSDESIGN” or the “TRANSFORM” method may
be used. In advanced applications, such as the two-factor within-subjects analysis considered in this
chapter, the “CONTRAST” subcommand is a bit easier, so it is presented first.

Speaking generally, when contrasts are orthogonal, main effects contrasts, simple comparisons,
and interaction contrasts are all handled analogously to the way they were treated in between-subjects
designs: First, k − 1 contrasts are specified with weights on the “CONTRAST” subcommand, then the
ones you want significance tests for are named on the “WSDESIGN” subcommand. The primary dif-
ference, then, between within-subjects and between-subjects designs is that the former uses the
“WSDESIGN” subcommand, whereas the latter uses the “DESIGN” subcommand. Remember,
though, that the statement above applies only when the contrasts are orthogonal.
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TABLE 7.1
Marginal and Cell Means in a Two-Factor Within-Subjects ANOVA

b1: Trial 1 b2: Trial 2 b3: Trial 3 b4: Trial 4 Average

a1: Low concrete words 4.00 5.50 7.25 8.50 6.31
a2: High concrete words 5.25 7.50 9.25 11.50 8.37
Average 4.63 6.50 8.25 10.00

1
1There is also the label “MEAS.1”. If “PRINT=SIGNIF(AVONLY)” or “AVERF” is not requested, this will be la-

beled “T1”. This label may be ignored.



Analyzing Orthogonal Main Effect Contrasts (Including Trend Analysis)
Using “CONTRAST/WSDESIGN”

Imagine you were interested in the following contrasts on Factor B: (a) the first level versus the aver-
age of the last three levels, (b) the fourth level versus the average of the second and third levels; and
(c) the second versus the third levels. Thus, the contrast weights are 3 −1 −1 −1, 0 −1 −1 2, 0 1 −1 0,
and they are orthogonal. The syntax to test these contrasts is presented in Fig. 7.4.

Note that the “WSDESIGN” specification here is virtually identical to what you might have re-
quested had it been a two-factor between-subjects design, rather than a two-factor within-subjects de-
sign (but there it would have been a “DESIGN” specification). For example, ‘factb (2)’ refers to the
second contrast in the list (0 −1 −1 2), comparing the average of the means 6.50 and 8.25 to the mean of
10.00. Even if you do not wish to look at all three of these contrasts, the “SPECIAL” syntax requires
specifying exactly k − 1 contrasts, where k is the number of levels of the within-subjects factor on which
contrasts are to be performed; you must also begin with weights of all 1s and, to use “SPECIAL”
“CONTRAST”s, the contrasts must be orthogonal. Note that “ERROR=WITHIN” is unnecessary
in designs with no between-subjects factors. The key parts of the printout are in Fig. 7.5.
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FIG. 7.4. Syntax commands to conduct orthogonal main effect contrasts in a two-factor within-subjects
ANOVA using the CONTRAST subcommand.

FIG. 7.5. Output from orthogonal main effect contrasts in a two-factor within-subjects ANOVA using the
CONTRAST subcommand.



Thus, the contrast just described, “FACTB(2)”, comparing the average of the means 6.50 and
8.25 to the mean of 10.00, is significant, F(1, 3) = 101.77, p = .002.

Any of the canned orthogonal contrasts, such as “DIFFERENCE” and “HELMERT”, might
be substituted for “SPECIAL”; the nonorthogonal canned contrasts, such as “SIMPLE” and “RE-
PEATED”, must, however, be avoided with this technique and analyzed instead with “TRANS-
FORM”, as described later. Another orthogonal canned contrast is trend analysis, which might be
appropriate for Factor B. To accomplish this, simply substitute the keyword “POLYNOMIAL” for
“SPECIAL” and its specification (i.e., the contrast weights) on line 5.

Suppose contrasts are also desired on the second factor (Factor A in this example). Of course, in
the present example, with Factor A having only two levels, this would be nonsensical. Assume, how-
ever, that there are more than two levels for the second factor. An example of this is seen in Fig. 7.6
with a 3 × 3 within-subjects ANOVA.

It is irrelevant which “CONTRAST” subcommand is given first (that is, whether contrasts on
Factor A or Factor B are requested first). Although in Fig. 7.6 the request for contrasts on Factor B
preceded the request for contrasts on Factor A, the order of the two “CONTRAST” subcommands
could have been reversed without affecting the program. The order is only crucial on the
“WSFACTORS” subcommand, where the most slowly changing factor must be listed first.

Note that, in Fig. 7.6, the two “CONTRAST” subcommands are adjacent and share the same
“WSDESIGN” subcommand. This is permissible as long as the contrast requests are for different
within-subjects factors. If a second set of contrasts is requested for the same factor, it has to follow
the “WSDESIGN” subcommand, have a “DESIGN” subcommand next, and a second set of
“WSDESIGN” and “DESIGN” subcommands after the second “CONTRAST”. In lines 3 and 4,
‘3*1’ is a shortcut for 1 1 1. Specifically, in this shortcut, the second number (i.e., the one after the
“*”) is what number you want the computer to use and the first number (i.e., the one before the “*”)
is how many of them you want. Another shortcut method, introduced in chapter 5, was used in line
7, where “*” was substituted for the keyword “BY”.

Nonorthogonal Main Effect Contrasts Using “TRANSFORM/RENAME”

The previous commands for main effect contrasts assumed that the contrasts in the set were orthogo-
nal. When that was true, the “CONTRAST/WSDESIGN” method just described was relatively easy
to use. However, if nonorthogonal canned contrasts such as “SIMPLE” and “REPEATED” are used,
or if “SPECIAL” contrasts are used (which may or may not be nonorthogonal), a warning appears
on the printout telling you, in effect, that the output is wrong. An alternate, somewhat more difficult
method is available in this instance, using the “TRANSFORM” subcommand, usually combined
with a “RENAME” subcommand. Although, in fact, the “RENAME” subcommand is optional, it
helps greatly with the printout interpretation, thus its use is recommended. It is more general to con-
sider this method when both factors have more than two levels, so this is illustrated in Fig. 7.7 with
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FIG. 7.6. Syntax to conduct orthogonal main effect contrasts when both factors have more than two levels
in a two-factor within-subjects ANOVA.



the 3 × 3 example of Fig. 7.6. The main effect contrasts that are illustrated for Factor A are 1 0 −1
and 1 −1 0, in other words, Condition 1 versus 3 and Condition 1 versus 2, respectively (note that
they are nonorthogonal), and the main effect contrasts for Factor B are 0 1 −1 and 1 0 −1, in other
words, Condition 2 versus 3 and Condition 1 versus 3, respectively (also nonorthogonal).

The “TRANSFORM” subcommand needs to handle all nine original variables and therefore
the matrix of weights is 9 × 9. The easiest way to write more complicated contrasts such as these is to
write all of the variable names in a horizontal line on a piece of paper and then put the weights in.
This is explicated in Table 7.2.

To create something like Table 7.2, you first write all the original variable names (i.e., condi-
tions) across the top in the proper order (i.e., the order they are in on the “MANOVA” command).
The next line (row 1) is to be called (i.e., “RENAME”d) ‘ones’ and contains, naturally enough, the
line of 1s. Although transformed variables may be “RENAME”d to any legal SPSS variable name
(or not “RENAME”d at all), here they are given mnemonic names, names that will be readily identi-
fiable on printout. Next, in row 2, comes the first contrast, which is a contrast on Factor A, compar-
ing the first to the third (last) condition. The weights for all the a1 conditions are +1, for all the a2
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FIG. 7.7. Syntax commands to conduct nonorthogonal main effect contrasts in a two-factor within-
subjects ANOVA using the TRANSFORM subcommand.

TABLE 7.2
Contrast Weights Table for Nonorthogonal Contrasts in a Two-Factor Within-Subjects ANOVA

Row RENAME a1b1 a1b2 a1b3 a2b1 a2b2 a2b3 a3b1 a3b2 a3b3

1 ones 1 1 1 1 1 1 1 1 1
2 a1va3@a1 1 1 1 0 0 0 –1 –1 –1
3 a1va2@a2 1 1 1 –1 –1 –1 0 0 0
4 b2vb3@b1 0 1 –1 0 1 –1 0 1 –1
5 b1vb3@b2 1 0 –1 1 0 –1 1 0 –1
6 ia1xb1 0 1 –1 0 0 0 0 –1 1
7 ia1xb2 1 0 –1 0 0 0 –1 0 1
8 ia2xb1 0 1 –1 0 –1 1 0 0 0
9 ia2xb2 1 0 –1 –1 0 1 0 0 0



conditions the weights are 0, and for all three a3 conditions the weights are −1. Because it is the a1
condition in ‘a1b1’, ‘a1b2’, and ‘a1b3’, the +1 must be given three successive times, as shown in row
2. Similarly, the 0 weights must be given three times and the −1 weights must be given three times, for
‘a3b1’, ‘a3b2’, and ‘a3b3’, respectively. This contrast is called (i.e., “RENAME”d) ‘a1va3@a1’. In
the mnemonic used here, this stands for the first level of Factor A (‘a1’) versus (‘v’) the third level of
Factor A (‘a3’), hereafter called (‘@’) contrast ‘a1’. Next, in row 3, comes the contrast “RE-
NAME”d ‘a1va2@a2’, which implies that the first level of Factor A is to be compared to the second
level of Factor A and this will be called contrast ‘a2’ in what follows. It has weights of +1 for ‘a1b1’,
‘a1b2’, and ‘a1b3’, weights of −1 for ‘a2b1’, ‘a2b2’, and ‘a2b3’, and weights of 0 for ‘a3b1’, ‘a3b2’,
and ‘a3b3’. This concludes the two contrasts on Factor A.

Next are the two contrasts on Factor B. The first (row 4) is to be “RENAME”d ‘b2vb3@b1’,
meaning the second level of Factor B versus the third level of Factor B, hereafter contrast ‘b1’. A +1
weight is given for each of the three b2 conditions, a −1 for each of the three b3 conditions, and a 0
for each of the three b1 conditions. This implies the weights 0 1 −1. Because the conditions b1, b2,
and b3 are adjacent, this means the pattern 0 1 −1 must be repeated three times (see row 4). Next, in
row 5, is ‘b1vb3@b2’, which compares the first to the third condition of Factor B. The weights are 1
0 −1, 1 0 −1, and 1 0 −1.

The coding for the remaining rows (rows 6–9) is discussed later with interaction contrasts. The
point for now, though, is that nine rows of weights must be given in total. The relevant part of print-
out is presented in Fig. 7.8.

The output you obtain is the univariate F tests for the four contrasts of interest, plus a few oth-
ers you might choose to ignore (you can ignore the warnings that SPSS will issue). Contrast ‘a1’ (i.e.,
a1 vs. a3), for example, would be reported as significant, F(1, 3) = 19.37, p = .022.

If the interaction from the overall analysis was significant, you could conduct simple effects,
simple comparisons, and interaction contrasts instead of main effect contrasts, just as in the two-
factor between-subjects design.

SIMPLE EFFECTS

Syntax for simple effects tests (appropriate when the interaction is significant) in a two-factor
within-subjects design is very similar to that of simple effects tests in a two-factor between-subjects
design. As was the case there, you would normally choose to look at either the simple effects of Fac-
tor A at levels of Factor B or the simple effects of Factor B at levels of Factor A. For example, for
the data in Fig. 7.1, you might be interested in the simple effects of trials at each of the two different
types of words (simple effects of Factor B at Factor A). The near-significant interaction implies that
the pattern of means over the four trials might be different depending on whether participants are in
the low or high concreteness condition. The syntax to run this analysis is in Fig. 7.9.
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FIG. 7.8. Output for nonorthogonal main effect contrasts in a two-factor within-subjects ANOVA using
the TRANSFORM subcommand.



Simple effects for a within-subjects design are specified with a “WSDESIGN” subcommand un-
der the “MANOVA” command. To obtain a simple effect, you specify that you want to do the
simples of that factor at each level of the other on the “WSDESIGN” subcommand (see line 4). In a
simple effects analysis, you can specify the “AVONLY” keyword to suppress the multivariate out-
put. The output from this analysis is in Fig. 7.10.

Both of the tests for simple effects were significant. Thus, you know that there is an effect of
Factor B at both levels of Factor A; that is, the means 4.0, 5.5, 7.25, and 8.5 differ significantly and
the means 5.25, 7.5, 9.25, and 11.5 differ significantly. Your next step would be to look at either sim-
ple comparisons on Factor B at the two levels of Factor A or simple post hocs.

Analyzing Orthogonal Simple Comparisons Using “CONTRAST/WSDESIGN”

Simple comparisons that are orthogonal are set up very similarly to between-subjects designs. The
purpose is to test a contrast on the means within a row or within a column. Here you could test sim-
ple comparisons on Factor B at both levels of Factor A because both simple effects tests were signifi-
cant. For example, you might want to test whether there was a difference between performance on
the first and last trials at each level of Factor A. Assuming the remaining contrasts you would spec-
ify are orthogonal, you could set this up using the “CONTRAST” subcommand as seen in Fig. 7.11.

SIMPLE EFFECTS 89

FIG. 7.9 Syntax commands to test the simple effects of Factor B at Factor A in a two-factor within-
subjects ANOVA.

FIG. 7.10. Output for the simple effects of Factor B at Factor A in a two-factor within-subjects ANOVA.

FIG. 7.11. Syntax commands to conduct orthogonal simple comparisons in a two-factor within-subjects
ANOVA using the CONTRAST subcommand.



On the “WSDESIGN” subcommand, you specify that you would like only the first contrast on
Factor B, ‘factb(1)’, to be tested at each level of Factor A, ‘facta(1)’ and ‘facta(2)’. The printout is in
Fig. 7.12.

The simple contrast was significant at both levels of Factor A, with p values of .018 and .004. If
you wished to examine whether another of the orthogonal simple comparisons listed on the “CON-
TRAST” subcommand was significant, for example, ‘factb(2) within facta(2)’ (which compares the
7.5 to the 9.25), you would simply add them to the list on the “WSDESIGN” subcommand.

Analyzing Orthogonal Interaction Contrasts Using “CONTRAST/WSDESIGN”

As explained in chapter 4, interaction contrasts involve evaluating whether a comparison between
certain levels of one factor differ depending on which level of the second factor is being considered.
For example, suppose you wished to determine whether the difference between the first and last trial
of Factor B for words high in concreteness (i.e., the difference between the 5.25 and the 11.5) was
statistically larger than the corresponding difference for words low in concreteness (i.e., the differ-
ence between the 4.0 and the 8.5). If you had orthogonal contrasts, you could test this interaction
contrast with the following:

/WSDESIGN=factb(1) by facta

The ‘1’ in parentheses refers to the contrast number that you are interested in from line 4 of Fig. 7.11.
If both factors had more than two levels, an interaction contrast of the type AComp × BComp would be
possible. In this case, after defining the orthogonal contrasts of interest on each factor with “CON-
TRAST” subcommands, the “WSDESIGN” specification would be of the form:

/WSDESIGN=facta(1) by factb(3)

where the numbers in parentheses refer to the contrast numbers for both factors.

Nonorthogonal Simple Comparisons Using “TRANSFORM/RENAME”

Nonorthogonal simple comparisons can also be tested with the “TRANSFORM/RENAME”
method. Suppose in the 3 × 3 example you wished to test “SIMPLE” comparisons (which are not
only always nonorthogonal, but also especially useful for present purposes, because they are also
used in post hoc analyses) using Condition 2 of Factor B as the reference condition, within each of
the levels of Factor A. Thus, the comparison on Factor B is ‘b1vb2’ (weights 1 −1 0) and ‘b3vb2’
(weights 0 −1 1) tested within ‘a1’, then within ‘a2’, and finally within ‘a3’. Although you could use
the canned routine “SIMPLE” to test this contrast, the weights will be used in Fig. 7.13 to show an
example for the more general case when a canned routine is not available.
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FIG. 7.12. Output for orthogonal simple comparisons in a two-factor within-subjects ANOVA using the
CONTRAST subcommand.



If this was a between-subjects problem, your contrast matrix for Factor B would be ‘1 1 1, 1 −1
0, 0 −1 1’ and you would test that contrast at each level of Factor A. Because here you have within-
subjects, and a nonorthogonal set of contrasts, you are actually going to have to repeat the same
contrast matrix for each level of Factor A. Thus, when you are testing the contrasts on Factor B
within the first level of Factor A, the first level of Factor A gets the contrast matrix and all of the
other levels of Factor A get 0s (see rows 1–3 in Table 7.3); when testing the contrasts on Factor B
within the second level of Factor A, the second level of Factor A gets the contrast matrix and all of
the other levels of Factor A get 0s (see rows 4–6 in Table 7.3); finally, when testing the contrasts on
Factor B within the third level of Factor A, the third level of Factor A gets the contrast matrix and
all of the other levels of Factor A get 0s (see rows 7–9 in Table 7.3). Instead of writing out the entire 9
× 9 matrix, you can use a shortcut shown in line 2 of Fig. 7.13. Specifically, when the list of variables
in parentheses after a “TRANSFORM” command is separated by “/” (e.g., in line 2, ‘a1b1 TO
a1b3’, then “/”), “MANOVA” expects only as many weights as there are variables before the slash
(here three variables), and it repeats the contrast for each set of variables. Thus, putting it altogether,
the “TRANSFORM” subcommand produces the contrast weights in Table 7.3.

The “RENAME”s have been chosen to be mnemonic. Thus, row 4 is labeled ‘onesa2’, since it
has all 1s for the a2 variables and 0s elsewhere. Row 5 is “RENAME”d ‘b1vb2wa2’, to represent
Level 1 of b versus Level 2 of b, both within a2. The relevant part of the printout is in Fig. 7.14.
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FIG. 7.13. Syntax commands to conduct nonorthogonal simple comparisons in a two-factor within-
subjects ANOVA using the TRANSFORM subcommand.

TABLE 7.3
Contrast Weights Produced by Line 2 in Fig. 7.13

Row RENAME a1b1 a1b2 a1b3 a2b1 a2b2 a2b3 a3b1 a3b2 a3b3

1 onesa1 1 1 1 0 0 0 0 0 0
2 b1vb2wa1 1 –1 0 0 0 0 0 0 0
3 b3vb2wa1 0 –1 1 0 0 0 0 0 0
4 onesa2 0 0 0 1 1 1 0 0 0
5 b1vb2wa2 0 0 0 1 –1 0 0 0 0
6 b3vb2wa2 0 0 0 0 –1 1 0 0 0
7 onesa3 0 0 0 0 0 0 1 1 1
8 b1vb2wa3 0 0 0 0 0 0 1 –1 0
9 b3vb2wa3 0 0 0 0 0 0 0 –1 1

FIG. 7.14. Output for nonorthogonal simple comparisons in a two-factor within-subjects ANOVA using
the TRANSFORM subcommand.



For example, the simple comparison of Condition b1 versus Condition b2 within Condition a3
(“RENAME”d “B1VB2WA3”) is significant, F(1,3) = 15.0, p = .030.

Nonorthogonal Interaction Contrasts Using the “TRANSFORM/RENAME” Method

Nonorthogonal interaction contrasts can also be tested using “TRANSFORM/RENAME”. In fact,
the last four rows in the transformation weight matrix from Table 7.2 are all interaction contrasts.
For example, the first, ‘ia1xb1’, is the interaction (hence the letter ‘i’) of Contrast 1 on Factor A
(‘a1’) with Contrast 1 on Factor B. Because ‘a1’ compares the first to the third level of Factor A,
whereas ‘b1’ compares the second to the third level of Factor B, the test shows whether the difference
between the two darker cells in Table 7.4 differs from the difference between the two lighter cells.

To obtain the correct weights in rows 6 through 9 of Table 7.2, simply take the weights from the
two rows involved in the interaction and multiply them together for each column. For example, to
get row 6, ‘ia1xb1’, which is the interaction of contrasts ‘a1’ (row 2) and ‘b1’ (row 4), you would mul-
tiply row 2 by row 4 as follows: Take the ‘a1b1’ (col. 1) weight from contrast ‘a1’ (row 2), which is 1,
and multiply it by the ‘a1b1’ (col. 1) weight from contrast ‘b1’ (row 4), which is 0; the product is 0,
which is therefore the first entry in row 6. Next, take the weight from the ‘a1b2’ column (col. 2) from
contrast ‘a1’ (row 2, the ‘1’) and multiply it by the weight from ‘a1b2’ (col. 2) from contrast ‘b1’
(row, the ‘1’) to get the ‘a1b2’ (col. 2) weight for ‘ia1xb1’ (row 6); the product is 1. You would con-
tinue to do this for all nine columns.

POST HOCS

Post hoc tests are completed in two-factor within-subjects designs in much the same way as they are
in between-subjects designs. Generally, all the pairwise comparisons (either between marginal means
as main effect contrasts or cell means within a specific row or column as simple comparisons) are
generated by sets of “SIMPLE” contrasts. Then, manual calculations are used to identify new crite-
rion or test values and the printed F or p value output is tested against these calculated criterion val-
ues. Because “SIMPLE” contrasts are nonorthogonal, the “TRANSFORM” method, rather than
the “CONTRAST” method, must be used to generate the SPSS output.

MORE THAN TWO FACTORS

All of the previous designs can be extended to include more than two within-subjects factors. The
syntax for a basic analysis of a three-factor within-subjects design is in Fig. 7.15 (Factor A has two
levels, Factor B has three, and Factor C has four).
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TABLE 7.4
The Cells Compared for the Interaction Contrast ‘ia1b1’

a1 a2 a3

b1

b2

b3

FIG. 7.15. Syntax commands to conduct a three-factor within-subjects ANOVA.



The setup for the basic analysis of the three-factor within-subjects ANOVA is very similar to
that for the two-factor within-subjects ANOVA. The first score for participants would be their score
from the first level of Factor A, the first level of Factor B, and the first level of Factor C; the next
number is their score on the first level of Factor A, the first level of Factor B, and the second level of
Factor C, and so on. Factor A is said to be the factor that is changing most slowly, Factor B is
changing next most slowly, and Factor C is changing fastest. This is reflected on the
“WSFACTORS” subcommand, where Factor A is defined first, followed by Factor B, and finally
Factor C. If you had more than three factors, you would simply keep adding them in the correct or-
der (by slowest to fastest) on the “MANOVA” command line and “WSFACTORS” subcommand.

The more complicated analyses for three-way designs will be explicated only for orthogonal
contrasts, using “CONTRAST” and “WSDESIGN”. Basically, all these analyses are directly analo-
gous to the corresponding analysis for three-factor between groups, where these analyses were first
covered. For example, simple two-way interactions would have as their “WSDESIGN” specifica-
tion something of the form:

/WSDESIGN=facta BY factb WITHIN factc(2).

Simple simple effects would have specification of the form:

/WSDESIGN=factb WITHIN facta(2) WITHIN factc(2).

Simple simple comparisons have WSDESIGN subcommands in the form:

/WSDESIGN=factc(1) WITHIN facta(2) WITHIN factb(2).

Simple interaction contrasts are like the following:

/WSDESIGN=facta(2) BY factc WITHIN factb(3).

Finally, interaction contrasts are of the form:

/WSDESIGN=facta(2) BY factc(2) BY factb.

PAC

A two-factor within-subjects ANOVA is run almost exactly like a one-factor. After clicking Analyze
and choosing General Linear Model–Repeated Measures, the Define Factors screen (see Fig. 6.10)
will pop up. The name of the factor by default is ‘factor1’. You can change this name to any name
you want (following SPSS naming conventions). After you name the first factor, you have to tell
SPSS how many levels it has; in the example from Fig. 7.6, it is three. Then click on the Add button.
The cursor then moves back to the Name box and you can add in the second (or subsequent) factor.
When you have named all of the factors and specified their number of levels, click the Define button.
For a 3 × 3 two-factor within-subjects design, the result is seen in Fig. 7.16.
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You see that you have the opportunity to pick as many variables as there are combinations of
the levels of the factors. Similar to the “WSFACTORS” subcommand, the most slowly changing
variable is defined first. Thus, the first variable would be ‘a1b1’, the second ‘a1b2’, the third ‘a1b3’,
then ‘a2b1’, ‘a2b2’, and so on, until all of the variables have been defined (see Fig. 7.17).

You could run canned contrasts using the Contrast menu, but all of the more complicated anal-
yses and “SPECIAL” contrasts would have to be run using syntax (see chap. 13). Power, effect size
estimates, and means can be obtained in the Options submenu (see Fig. 7.18). The latter is an im-
provement over MANOVA, because it will calculate marginal as well as cell means.
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FIG. 7.16. Dialogue box to set up a two-factor within-subjects ANOVA.

FIG. 7.17. Dialogue box after variables have been defined in a two-factor within-subjects ANOVA.



Select all the Factor(s) and Factor Interactions offered in the box on the left side of the screen
(i.e., ‘facta’, ‘factb’, and ‘facta*factb’) and move them to the right box by clicking on the arrow. Af-
ter clicking Continue, then OK, the means tables print out as seen in Fig. 7.19.
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FIG. 7.18. Options dialogue box in a two-factor within-subjects ANOVA.

FIG. 7.19. (Continues)



If you had checked the Compare main effects box, you could then select Bonferroni or Sidak
and obtain these post hocs as described in chapter 6.
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FIG. 7.19. PAC output of marginal and cell means for a two-factor within-subjects ANOVA.



In chapters 3 through 7 you learned how to analyze between-subjects and within-subjects (i.e., re-
peated measures) designs. In this chapter, these two designs are combined to form a mixed design
(sometimes also called a split-plot design). Mixed designs are widely used because of their desirable
statistical properties: reduced error variance, owing to the within-subjects factor, and ease of the in-
terpretation of the between-subjects factor’s effects. In this chapter, the simplest mixed design, that
with two factors, one between- and one within-subjects factor is described. Larger mixed designs are
covered in chapter 9.

The hypothetical data for this example are from a smoking cessation study and are shown in Fig.
8.1. There is one between-subjects factor and one within-subjects factor: Factor A, treatment, is the be-
tween-subjects factor and Factor B, time, is the within-subjects factor. For the between-subjects fac-
tor, participants are assigned to quit smoking using either a nicotine patch (coded 1), group therapy
(coded 2), or a no treatment control group (coded 3). For the within-subjects factor, each participant
reports the number of cigarettes they smoked in the week before the interventions started, the week af-
ter the interventions ended, the week 2 months after the interventions ended, and the week 6 months
after the interventions ended (thus, the within-subjects factor of ‘time’ has four levels).

BASIC ANALYSIS OF VARIANCE COMMANDS

The program, presented in Fig. 8.2, is followed by an explanation of the function of the different
commands in the program.

8 Two-Factor Mixed Designs in Analysis
of Variance: One Between-Subjects Factor
and One Within-Subjects Factor

FIG. 8.1. Data from a one between-, one within-factor ANOVA wih three levels of Factor A and four lev-
els of Factor B.
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The setup for the two-factor mixed design ANOVA is a combination of the one-factor between-
and one-factor within-subjects designs. You again start with the “MANOVA” command followed
by each of the scores on the within-subjects factor. This sequence is followed by the keyword “BY”,
which is followed by the name of the between-subjects factor, in this case, ‘facta’. Just as in a one-
factor between-subjects design, the name designating the between-subjects factor is immediately fol-
lowed by a pair of parentheses that contains the information on the levels of the factor. In line 2, the
within-subjects factor is named on the “WSFACTORS” subcommand just as it was in a one-factor
within-subjects design. The observed means are requested in line 3; this optional subcommand is
highly recommended. Effect size and power analyses have also been requested in lines 4 and 5, and
these subcommands are also optional. Finally, the “WSDESIGN” and “DESIGN” subcommands
of lines 6 and 7 are actually also optional. If left off, SPSS will automatically generate the same de-
sired full factorial model output that is shown in Fig. 8.3. Their inclusion is simply good practice, be-
cause they are needed for some of the more complex analyses discussed later in the chapter.
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FIG. 8.2. Syntax commands to conduct a one between-, one within-factor ANOVA.

FIG. 8.3. (Continues)



This output is very similar to the one-factor within-subjects ANOVA, except that, in this case,
you are also interested in the between-subjects factor’s effects. Because “OMEANS” was specified,
the means for each level of Factor B at each level of Factor A and the means for the entire sample are
given. Note, however, that the marginal means for the between-subjects factor (the final column of
the means as arrayed in Table 8.1) were not provided by “MANOVA” and need to be manually cal-
culated.

Following the “OMEANS” printout is the F test for the between-subjects factor. Factor A is
significant, F(2, 9) = 70.28, p = .001, partial eta squared = .940. Remember that eta squared is inter-
preted as the proportion of variance in the dependent variable explained by that effect controlling
all other effects in the design. The remainder of the output is concerned with the within-subjects fac-
tor. Sphericity tests are shown first (the multivariate output was suppressed with the keyword
“AVONLY”). Note here that sphericity is violated (p = .001) and, thus, in reality you would need to
make one of the corrections discussed in chapter 6. Following the sphericity tests are the F tests for
the main effect of Factor B, F(3, 27) = 81.62, p = .001, partial eta squared = .901, and the interaction
between Factor A and Factor B, F(6, 27) = 26.39, p = .001, partial eta squared = .854. Normally, be-
cause there is a significant interaction, you would turn next to exploring that interaction, but to
demonstrate contrasts for main effects, main effect contrasts will be described first. Typically, main
effect contrasts are only undertaken when the interaction is not significant in an analysis.
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FIG. 8.3. Output from a one between-, one within-factor ANOVA.

TABLE 8.1
Marginal and Cell Means for a One Between-, One Within-Subjects Factor ANOVA

b1 b2 b3 b4 Average

Facta 1 124.50 41.25 28.5 13.75 51.938
Facta 2 118.0 21.0 13.5 14.0 41.625
Facta 3 116.75 122.25 126.25 125.0 122.562
Average 119.667 61.50 56.083 50.917



MAIN EFFECT CONTRASTS

Between-Subjects Factor(s)

First, contrasts on the between-subjects factor are illustrated. The program in Fig. 8.4 compares the
average of the nicotine and group therapy conditions (a1 and a2) to the control group (a3) for Fac-
tor A (i.e., the average of the mean of 51.938 and 41.625 [i.e., 46.782] vs. the mean of 122.562). Keep
in mind that, although effect size and power are not requested here, that is only for space reasons
and these two statistics should be requested.

The contrasts on the between-subjects factor in a mixed-design ANOVA are set up analogously
to the way they are set up for a between-subjects factor design. Note that the second contrast named
previously (0 1 −1) is merely included to fill out the square matrix for “SPECIAL” rather than be-
cause there is true interest in it, and it happens to be nonorthogonal. This is not a problem on the be-
tween-subjects factor, but both it and the desired contrast have to be specified on the “DESIGN”
subcommand (i.e., you must specify ‘DESIGN=facta(1) facta(2)’, rather than simply ‘DESIGN=
facta(1)’). If either contrast is omitted, the result SPSS produces for nonorthogonal, as well as or-
thogonal, cases will be numerically incorrect. Figure 8.5 shows the relevant section of printout.

The syntax in Fig. 8.4 will also automatically produce the tests for the interaction contrasts, but
these will be discussed later, in the next section.

Within-Subjects Factor(s)

To conduct a main effect contrast on the within-subjects factor in a mixed design, consideration
needs to be given to whether the contrasts are orthogonal or not, just as in the case of only within-
subjects factors designs. If the contrasts are all orthogonal, either the “CONTRAST” method or
the “TRANSFORM” method may be used. If they are nonorthogonal, however, only the latter
produces correct answers. In the next example, a set of orthogonal contrasts is considered, in order
to exemplify both methods and compare their printouts. (The first contrast, for example, com-
pares the means 119.667 and 50.917.) The syntax for the “CONTRAST/WSDESIGN” method is
in Fig. 8.6.
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FIG. 8.4. Syntax commands for main effect contrasts on the between-subjects factor in a one between-,
one within-factor ANOVA.

FIG. 8.5. Output for main effect contrasts on the between-subjects factor in a one between-, one within-
factor ANOVA.



Note that the “DESIGN” subcommand (line 5) could have been omitted with no difference in
output. In Fig. 8.7 the salient printout is shown.

For example, the first contrast, the average of the first time point versus the average of the
fourth time point, is significant, F(1, 9) = 247.35, p = .001. Note that the output also automatically
includes tests for the “FACTA” main effect and for interaction contrasts, such as “FACTA BY
FACTB (3)”. The latter will be discussed later.

Because the contrasts are orthogonal, equivalent (but not identical looking) results are pro-
duced by syntax that uses the “TRANSFORM” method. Such syntax is in Fig. 8.8.
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FIG. 8.6. Syntax commands for main effect contrasts on the within-subjects factor in a one between-, one
within-factor ANOVA using the CONTRAST subcommand.

FIG. 8.7. Output for main effect contrasts on the within-subjects factor in a one between-, one within-
factor ANOVA using the CONTRAST subcommand.

FIG. 8.8. Syntax command for main effect contrasts on the within-subjects factor in a one between-, one
within-factor ANOVA using the TRANSFORM subcommand.



The “RENAME” subcommand (line 4) gives mnemonic names for the three contrasts (and the
name ‘skip’ for the row of ones). For example, ‘b14vb23’ indicates that the average of Conditions 1
and 4 of Factor B are to be contrasted with the average of Conditions 2 and 3. Note that it is also
necessary in this method to include a “DESIGN” subcommand (line 5) that specifies the new key-
word “CONSTANT” (this will cause SPSS to give you the F tests for the individual contrasts) as
well as ‘facta’. The multivariate output is suppressed using the “NOPRINT” subcommand. The sa-
lient parts of the printout are in Fig. 8.9.

Note that the results for the main effect contrasts that provide equivalent F values (i.e., 247.35,
2.77, and 30.67, for the first, second, and third contrasts, respectively) to those on the printout for
the “CONTRAST” subcommand method are found here under “EFFECT .. CONSTANT” (which
is why line 5 needed to have the specification shown). The F tests under “EFFECT .. FACTA” are
actually interaction contrasts, to be discussed in more detail later.

If main effect contrasts are desired on both factors, they may be obtained simultaneously by
combining the two sets of syntax. For example, Fig. 8.10 contains syntax that obtains contrasts on
both main effects and uses the “CONTRAST” method (and therefore assumes orthogonal contrasts
on the within-subjects factor).

The order in which the contrasts are specified is unimportant, but to obtain the correct signifi-
cance tests, you must include all contrasts on the “WSDESIGN” and “DESIGN” subcommands,
and the “WSDESIGN” subcommand must precede the “DESIGN” subcommand (i.e., lines 6 and 7
must be in the order presented). The printout is in Fig. 8.11, which gives the Fs of 138.64 and 118.61,
respectively, for the two between-subjects factor contrasts, as in Fig. 8.5, and 247.35, 2.78, and
30.67, respectively, for the three within-subjects factor contrasts, as in Fig. 8.7.
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FIG. 8.9. Output from main effect contrasts on the within-subjects factor in a one between-, one within-
factor ANOVA using the TRANSFORM subcommand.

FIG. 8.10. Syntax commands for main effect contrasts on both factors in a one between-, one within-
factor ANOVA using the CONTRAST subcommand.



In addition to the main effect contrasts specified, the interaction contrasts, such as “FACTA(1)
BY FACTB(3)”, are also obtained automatically and will be discussed in the next section.

Alternatively, the “TRANSFORM” method on the within-subjects factors may be combined
with the contrasts on the between-subjects factors, as seen in Fig. 8.12.

A small (and optional but useful) change to be noted in line 5 in Fig. 8.12 is that the row of ones
has been “RENAME”d not ‘ones’ but rather ‘amain’, because its results are not to be ignored in the
combined printout. Note also the “DESIGN” subcommand in line 6, which specifies both the con-
trasts and “CONSTANT”. Note that, if you did not specify that you wanted all of the contrasts on
Factor A, then you would have to add in “ERROR=WITHIN” to get the correct significance tests.

In Fig. 8.13 is the relevant portion of output produced by the previous syntax, whose results are
numerically equivalent to those in 8.11 (note the shaded F values), but emerge in a very different for-
mat.
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FIG. 8.11. Output from main effect contrasts on both factors in a one between-, one within-factor
ANOVA using the CONTRAST subcommand.

FIG. 8.12. Syntax commands for main effect contrasts on both factors in a one between-, one within-
factor ANOVA using the TRANSFORM subcommand.



Note that all of the results concerning the second set of Factor A contrasts is first, followed by
all of the output concerning the first set of Factor A contrasts. You will note that the effect labeled
“AMAIN” is actually the test of the contrast on Factor A (F = 118.61 for the second contrast and
138.64 for the first contrast). The significance tests for the Factor B contrasts are found in the sec-
tion titled “EFFECT .. CONSTANT”.

INTERACTION CONTRASTS

As noted, all the syntax discussed in the previous section, designed to produce main effect contrasts,
also automatically produced the results for interaction contrasts. When contrasts were specified
only on the between-subjects factor, or only on the within-subjects factor, the contrasts of the AComp

× B type were automatically produced. An example of a contrast only on the between-subjects factor
is “FACTA(1) BY FACTB” (which would have been produced by the syntax in Fig. 8.4, but was ed-
ited out here), and an example of a contrast only on the within-subjects factor is “FACTA BY
FACTB(3)” (which is found to have an F value of 10.52 in Fig. 8.7; note that this same F value is ob-
tained in the “TRANSFORM” printout, Fig. 8.9, under “FACTA, B14VB23”, but there the F value
is more precise, 10.52229). When contrasts are specified on both factors, the interaction contrasts
automatically produced are instead of the AComp × BComp type. An example is “FACTA(2) BY
FACTB(1)” from Fig. 8.11, with an F value of 109.90. In Fig. 8.13, in the corresponding “TRANS-
FORM” printout, the value is found using the mnemonic name for “FACTB(1)”, “B1VB4”, under
“FACTA(2)”. There the F value is more exact, 109.89758.

SIMPLE EFFECTS

As discussed in several places in this book, if the interaction is significant, as in the present example,
it is generally appropriate to test the simple effects of one factor at one or more levels of the other
factor. In previous designs, this has been handled with a specification of the form ‘facta WITHIN
factb(2)’, either on the “DESIGN” subcommand (between-subjects designs) or on the
“WSDESIGN” subcommand (within-subjects designs). The syntax and (especially) the output to
test simple effects in mixed designs are a bit more complicated. First, testing the simple effects of the
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FIG. 8.13. Output from main effect contrasts on both factors in a one between-, one within-factor
ANOVA using the TRANSFORM subcommand.



between-subjects factor, Factor A, at each of the levels of the within-subjects factor is discussed. The
syntax is in Fig. 8.14.

Note the new twist, which is the keyword “MWITHIN” instead of “WITHIN” on the
“WSDESIGN” subcommand. Line 5 is actually optional, because ‘facta’ is the default “DESIGN”
specification when it is the only between-subjects factor. The printout is in Fig. 8.15.

The tests of simple effects are oddly labeled by MANOVA in mixed designs. Instead of
“FACTA WITHIN FACTB(3)”, for example, it labels the test “FACTA BY MWITHIN
FACTB(3)” (and, although cleaned up here, it “word wraps” the last six characters of the foregoing
onto the next line). However, it properly tests the mean differences (in this instance, between the
28.5, the 13.5, and the 126.25). The result would be reported as F(2, 9) = 81.85, p = .001. Incidentally,
the same result would be obtained by the syntax ‘MANOVA b3 BY facta(1,3)’.

Previously, the simple effects of the between-subjects factor were tested. The syntax to instead
test the simple effects of the within-subjects factor at each of the levels of the between-subjects factor
is in Fig. 8.16.
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FIG. 8.14. Syntax commands to test the simple effects of the between-subjects factor at all levels of the
within-subects factor in a one between-, one within-factor ANOVA.

FIG. 8.15. Output for the simple effects of Factor A at all levels of Factor B in a one between-, one within-
factor ANOVA.



Note that, although the syntax is largely analogous to that in Fig. 8.14, line 3 is added to sup-
press the multivariate output. Note also that, if you did not specify that you wanted the simple ef-
fects of Factor B at all levels of Factor A, then you would have to add in “ERROR=WITHIN” to
get the correct significance tests.

In fact, Keppel (1991) argued (in distinction to some other writers, e.g., Winer, Brown, &
Michels, 1991) that, when testing simple effects and simple contrasts on a within-subjects factor, the
proper error term is not the one SPSS uses at all, which he called the “pooled error term” (p. 383). He
recommended using instead one specific to that test or contrast. The only way to get SPSS to use the
error term suggested by Keppel is to select the subset of data used for the contrast or simple effect
test and treat it like an overall analysis. For example, to obtain the simple effects of Factor B at the
first level of Factor A, you would just select (with a “SELECT IF”1 subcommand or the equivalent
PAC sequence) the participants that were in the first condition of Factor A (and ignore the rest of
the data) and run an overall one-way within-subjects ANOVA.2 It should be noted that, in most
cases, the pooled error term that SPSS uses will be similar to the specific error term.

In Fig. 8.16, the keyword “MWITHIN” is used on the “DESIGN” subcommand (line 6),
whereas the “WSDESIGN” specifies the default design, ‘factb’ (and the “WSDESIGN” on line 4 is
therefore not actually needed). Thus, if you want the simple effects of the between-subjects factor
(i.e., Factor A, see Fig. 8.14), the “MWITHIN” statement goes on the “WSDESIGN” statement,
whereas, if you want the simple effects of the within-subjects factor (see Fig. 8.16), the “MWITHIN”
goes on the “DESIGN” statement. The relevant section of output produced by the syntax in Fig.
8.16 is in Fig. 8.17.

The output seen in Fig. 8.17 is even more oddly labeled. Instead of “FACTB WITHIN
FACTA(2)”, for example, it is labeled as “MWITHIN FACTA(2) BY FACTB”.
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FIG. 8.16. Syntax commands to conduct the simple effects of the within-subjects factor at all levels of the
between-subjects factor in a one between-, one within-factor ANOVA.

FIG. 8.17. Output for the simple effects of the within-subjects factor at each of the levels of the between-
subjects factor in a one between-, one within-subjects factor ANOVA.

1
1Alternatively, if simple effects are desired at each level of the between-subjects factor (rather than at only one or two of

them) you may use the split file syntax described in chapter 2, namely ‘SORT CASES BY facta.’ ‘SPLIT FILE SEPARATE
BY facta’.

2
2With the syntax ‘MANOVA b1 b2 b3 b4 /WSFACTOR=factb (4)’.



SIMPLE COMPARISONS

Simple comparisons are a quite easy extension building on your knowledge of contrasts and the use
of the “MWITHIN” keyword. To illustrate a simple comparison on the between-subjects factor, as-
sume you are interested in whether there is a difference between a2 and a3 at the fourth level of Fac-
tor B (see Fig. 8.18).

The “CONTRAST” subcommand (line 4) is set up exactly as in any between-subjects contrast.
On the “WSDESIGN” subcommand (line 6), tell SPSS at which level of the within-subjects factor to
conduct the contrast, using the “MWITHIN” keyword, in this case, the fourth level of Factor B.
The between-subjects contrast of interest is specified on the “DESIGN” subcommand, line 6. Here
the interest is in the first contrast on Factor A. Here, because your contrasts are orthogonal, you
could have used the “ERROR=WITHIN” subcommand and simply specified ‘facta(1)’ on the
“DESIGN” subcommand. If your contrasts are nonorthogonal, you must specify all of them on the
“DESIGN” subcommand or your significance tests will be incorrect. The output is in Fig. 8.19.

The test of interest is the “FACTA (1) BY MWITHIN FACTB (4)” and it is significant, F(1, 9) =
217.27, thus there is a difference between how much the group therapy group and the control group re-
ported smoking at the last time point, that is, a difference between the means of 14.00 and 125.0.

To illustrate a simple comparison on the within-subjects factor (with a pooled error term), as-
sume you are interested in whether there is a difference between the first and last time at the third
level of Factor A (i.e., between the 116.75 and the 125.50). The syntax to conduct this analysis using
the “CONTRAST” method is illustrated in Fig. 8.20.
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FIG. 8.18. Syntax commands to conduct a simple comparison on Factor A at the fourth level of Factor B
in a one between-, one within-factor ANOVA.

FIG. 8.19. Output for the simple comparison on Factor A at the fourth level of Factor B in a one between-,
one within-factor ANOVA.

FIG. 8.20. Syntax commands to conduct a simple comparison on Factor B at the third level of Factor A
using the CONTRAST method in a one between-, one within-factor ANOVA.



Similar to the commands in Fig. 8.18, the simple comparison is set up in the same way as on the
between-subjects factor, but now the contrast is on the within-subjects factor and you follow the
setup for that type of contrast (see line 4). The “DESIGN” statement (line 7) reflects the fact that
you want the contrast to be evaluated at the third level of Factor A. The “ERROR=WITHIN”
subcommand must be included because not all degrees of freedom were specified on the “DESIGN”
subcommand. Because this is a mixed design, the keyword “MWITHIN” is used. On the
“WSDESIGN” subcommand (line 6), specify which contrast you wish to test. In this case, you are
looking at the first contrast. For contrasts on within-subjects factors, only the specific contrast de-
sired needs to be specified. The relevant output is in Fig. 8.21.

Once again, note the odd label: Instead of “FACTA(3) WITHIN FACTB(1)”, the test is labeled
“MWITHIN FACTA(3) BY FACTB(1)”. The output shows that for the control group there is not a
significant difference between the amount they smoked at the first time point and the amount they
smoked at the last, F(1, 9) = 1.19, p = .304.3

Keep in mind that, in order to use the “CONTRAST” method with a within-subjects factor, the
contrasts must be orthogonal. If the contrasts of interest are nonorthogonal, use the “TRANS-
FORM” method instead, as in Fig. 8.22.

Relevant results are reprinted in Fig. 8.23. Note that the relevant test (“B1VB4”) has the same
result, F(1, 9) = 1.19, as in Fig. 8.21.
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FIG. 8.21. Output for the simple comparison on Factor B at the third level of Factor A using the
CONTRAST method in a one between-, one within-subjects factor ANOVA.

FIG. 8.22. Syntax commands to conduct a simple comparison on Factor B at the third level of Factor A
using the TRANSFORM method in a one between-, one within-factor ANOVA.

FIG. 8.23. Output for the simple comparison on Factor B at the third level of Factor A using the TRANS-
FORM method in a one between-, one within-subjects factor ANOVA.

3
3If the separate error term method is preferred, select only participants in Group 3 using “SELECT IF” or equivalent

other command, then conduct a one-way within-subjects analysis, with a contrast specified, for example:

MANOVA b1 b2 b3 b4
/WSFACTORS=factb(4)
/PRINT=SIGNIF(AVONLY)
/CONTRAST(factb)=SPECIAL(1 1 1 1, −1 0 0 1, 0 1 −1 0, 1 −1 −1 1)
/WSDESIGN=factb(1).



POST HOCS AND TREND ANALYSIS

You can also run main effect contrasts and simple comparisons using any of the canned routines
available in “MANOVA”, such as “POLYNOMIAL”, that will invoke trend analysis. To conduct
post hoc analyses, either on marginal means (i.e., main effect contrasts) or cell means within a given
row or column (i.e., simple comparisons), use the canned routine “SIMPLE” repeatedly and then
correct the output manually for significance, as described in previous chapters, especially chapter 3.
Remember that, to use a canned routine in conjunction with “CONTRAST” on the within-subjects
factor, the contrasts must be orthogonal.

PAC

A mixed design ANOVA is run from the General Linear Model–Repeated Measures menu. You will
see the same screen pop up that you saw in a regular within-subjects design (see Fig. 8.24).

After naming your within-subjects factor and number of levels, click Add then click Define. At
the next screen you would define your within-subjects variables as before, but would now also
choose between-subjects factors, as in Fig. 8.25.
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FIG. 8.24. Dialogue box to name the within-subjects factor in a mixed ANOVA.

FIG. 8.25. Dialogue box after selecting within- and between-subjects factors in a mixed ANOVA.



Simply highlight the between-subjects variable(s) and click the darkened right arrow to send
them to the Between-Subjects Factor(s) box. All options and caveats that applied to the previous de-
signs apply here. More complex analyses such as main effect contrasts, interaction contrasts, simple
effects, simple comparisons, and post hocs are available with syntax (see chap. 13; see also chap. 6
for post hocs on the within-subjects factor).
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In chapter 8 you learned how to analyze a two-factor mixed design that had one between-subjects
and one within-subjects factor. In this chapter, this analysis is extended to mixed designs that have
three or more factors. These designs are often called higher order mixed designs. In this chapter, only
abbreviated output is presented, because most of the printout will be very similar to that seen in pre-
vious chapters.

Higher order mixed designs are specified by the number of between- and within-subjects fac-
tors they have, for example, four between, two within. Generally, higher order mixed designs
would follow the conventions of adding extra between-subjects or within-subjects factors, as was
discussed previously (in chaps. 4 and 7, respectively). Two categories of three-factor mixed designs
are covered in this chapter: a one between-, two within-subjects design and a two between-, one
within-subjects design. The syntax to run the general analyses for these designs is in Figs. 9.1 and
9.2, respectively.

These designs are simply a combination of the two-factor and mixed designs seen previously.
The “OMEANS” subcommands must be written the way they are because “MANOVA” will print

FIG. 9.1. Syntax commands to conduct a three-factor mixed ANOVA with two within- and one between-
subjects factors.

FIG. 9.2. Syntax commands to conduct a three-factor mixed ANOVA with one within- and two between-
subjects factors.

9 Three- (or Greater) Factor Mixed Designs
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out values that average over between-subjects factors, but not within-subjects factors. The output
for these designs is identical to the two-factor mixed design, except there would either be an added
between-subjects factor effect (with all its interactions) or a within-subjects factor effect (with all its
interactions). You should also request power and effect size analyses for all of the designs in this
chapter the same way they had been requested before. Namely, you would use the “POWER” and
“PRINT=SIGNIF(EFSIZE)” subcommands.

SIMPLE TWO-WAY INTERACTIONS

In addition to analyzing main effects and interactions, more complex simple effects and contrasts
can be examined with these designs, just as with the other three-way designs discussed in chapters 5
and 7. When working with a three-way design, one of the first types of more specialized analyses en-
countered is that of simple two-way interactions. For example, in a three-factor mixed design with
two within-subjects factors, there could be interest in the interaction between the between-subjects
factor (Factor A) and one of the within-subjects factors (e.g., Factor C) at a specific level of the other
within-subjects factor (Factor B). Figure 9.3 offers an example of a program that would yield this
simple two-way interaction.

The “WSDESIGN” and “DESIGN” subcommands (in lines 5–7) work in concert to produce
the desired tests. The “WSDESIGN” in line 5 tells “MANOVA” to examine Factor C effects within
the different levels of Factor B. The “DESIGN” subcommand in line 7 specifies which between-
subjects factor you are interested in (because Factor A is the only between-subjects factor here, it is
the default and line 7 can be omitted). These two subcommands will produce the Factor A × Factor
C two-ways within levels of Factor B. The tests will be labeled, for example, “FACTA BY FACTC
WITHIN FACTB(1)”.

To provide a more general rule, it is necessary to note that, in the preceding example, the two in-
teracting factors (Factor A and Factor C) were of opposite between-versus-within types (i.e., Factor
A was a between factor, whereas Factor C was a within factor). Syntax analogous to that of Fig. 9.3
is appropriate for such an instance. When instead the two factors in the interaction are of the same
between-versus-within type (e.g., in the current design, the interaction of Factor B and Factor C,
both within factors, within levels of Factor A), the specification would be:

o /WSDESIGN=factb, factc, factb BY factc
/DESIGN=MWITHIN facta(1), MWITHIN facta(2), MWITHIN facta(3).

The “WSDESIGN” subcommand is actually optional here. Remember that, if you do not spec-
ify all of the degrees of freedom on the “DESIGN” subcommand, for example, ‘DESIGN=
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FIG. 9.3. Syntax commands to conduct a simple interaction of Factor A and Factor C at each level of the
other within-subjects factor (Factor B) in a three-factor mixed ANOVA.



MWITHIN facta(1)’, you need to include “ERROR=WITHIN”. You can also suppress the multi-
variate output as before. In such an instance, because you are using “MWITHIN”, the output will
be oddly labeled, for example, such things as “MWITHIN FACTA(2) BY FACTB BY FACTC” in-
stead of “FACTB BY FACTC WITHIN FACTA(2)” (for the simple two-ways); “MWITHIN
FACTA(2) BY FACTC”, instead of “FACTC WITHIN FACTA(2)” for simple effects. Table 9.1
gives syntax specifications for “DESIGN” and “WSDESIGN” subcommands and output labels for
all the possibilities for mixed three-way designs.

SIMPLE SIMPLE EFFECTS

As explained in chapter 5, simple simple effects examine the effect of one factor, restricting attention
to specific levels of both of the other factors. To obtain simple simple effects, again, use a combina-
tion of “WSDESIGN” and “DESIGN” subcommands, involving “MWITHIN”. When it is desired
to examine within both factors of the same between-versus-within type, the required specification is
of the form ‘MWITHIN factb(1) WITHIN factc(2)’. Table 9.2 provides all the possibilities for the
three-way mixed design.
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TABLE 9.1
Syntax Specification for DESIGN and WSDESIGN Subcommands and Output Labels

for All Possible Mixed Three-Way Designs for Simple Two-Way Interactions

Desired Simple
Two-Way

Specification for

Type of Design DESIGN WSDESIGN Output Labeled

A between, B and
C within

A × B within C aa b WITHIN c(1), etc. A BY B WITHIN C(1), etc.
A × C within B aa c WITHIN b(1), etc. A BY C WITHIN B(1), etc.
B × C within A MWITHIN a(1), etc. b, c, b BY ca MWITHIN A(1) BY B BY C, etc.

A and B between,
C within

A × B within C a, b, a BY ba MWITHIN c(1), etc. A BY B BY MWITHIN C(1), etc.
A × C within B a WITHIN b(1), etc. ca A WITHIN B(1) BY C, etc.
B × C within A b WITHIN a(1), etc. ca B WITHIN A(1) BY C, etc.

aDefault specification for that subcommand, therefore subcommand can be safely omitted.

TABLE 9.2
Syntax Specification for DESIGN and WSDESIGN Subcommands and Output Labels

for All Possible Mixed Three-Way Designs for Simple Simple Effects

Desired Simple
Simple

Specification for

Type of Design DESIGN WSDESIGN Output Labeled

A between, B and
C within

A within B and C aa MWITHIN b(1) WITHIN
c(1), MWITHIN b(1)
WITHIN c(2), etc.

A BY MWITHIN B(1)
WITHIN C(1), etc.

B within A and C MWITHIN a(1), etc. b WITHIN c(1), etc. MWITHIN A(1) BY B
WITHIN C(1), etc.

C within A and B MWITHIN a(1), etc. c WITHIN b(1), etc. MWITHIN A(1) BY C
WITHIN B(1), etc.

A and B between,
C within

A within B and C a WITHIN b(1), etc. MWITHIN c(1), etc. A WITHIN B(1) BY
MWITHIN C(1), etc.

B within A and C b WITHIN a(1), etc. MWITHIN c(1), etc. B WITHIN A(1) BY
MWITHIN C(1), etc.

C within A and B MWITHIN a(1)
WITHIN b(1),
MWITHIN a(1)
WITHIN b(2), etc.

ca MWITHIN A(1) WITHIN
B(1) BY C

aDefault specification for that subcommand, therefore subcommand can be safely omitted.



Note that it may be important to specify “ERROR=WITHIN” (if you are unsure, include it, it
cannot hurt you) and “PRINT=SIGNIF(AVONLY)” in some of the previous designs. Also note
that the analysis invoked by such syntax uses the pooled error term method.

MAIN EFFECT CONTRASTS AND INTERACTION CONTRASTS

Main effect contrasts are produced in the same manner as described in previous chapters. For be-
tween-subjects factors, the rules are as follows:

1. Specify the contrasts with the “CONTRAST” subcommand.
2. Run the contrasts with “DESIGN” subcommands.
3. Unless the contrasts are orthogonal, be sure to specify all of them on the “DESIGN”

subcommand. For example, if Factor A has five levels, there are four contrasts. The
“DESIGN” specification would be ‘a(1), a(2), a(3), a(4)’ even if you do not wish to examine
all of them; for orthogonal contrasts you can use “ERROR=WITHIN”.

4. If contrasts are desired simultaneously on more than one between-subjects factor, employ
a “CONTRAST” subcommand for each factor and include all the contrasts on the
“DESIGN” subcommand. For example, if both Factor A with three levels and Factor B with
four levels are between-subjects factors, the specification for the DESIGN statement would
contain at least ‘a(1) a(2) b(1) b(2) b(3)’, if not also their interactions.

For within-subjects factors, how to request main effect contrasts depends on whether the con-
trasts are orthogonal or not. For nonorthogonal contrasts, use the “TRANSFORM” method, but
for orthogonal contrasts use either the “TRANSFORM” or the “CONTRAST” method. These
were described in detail in previous chapters.

Specifying main effect contrasts will automatically also produce some of the interaction con-
trasts. For example, if Factor A is the only between-subjects factor and contrasts are requested only
on Factor A, the following interaction contrasts are also produced: AComp × B, AComp × C, AComp × B ×
C (in other words, with all the factors of the opposite between-versus-within type, plus with the in-
teractions of the factors of the opposite between-versus-within type). To obtain any additional de-
sired interaction contrasts, they need to be explicitly specified. For example, if both Factor A and
Factor B are between-subjects factors and contrasts are requested on both using “CONTRAST”
statements, their interaction contrast must be requested on the “DESIGN” subcommand with a
specification of the form ‘facta(3) BY factb(2)’. In this instance, the interaction contrast AComp3 ×
BComp2 × C (i.e., that interaction contrast in interaction with the factor[s] of the opposite between-
versus-within type) will also be automatically produced. For two or more within-subjects factors us-
ing nonorthogonal contrasts, the rather complex “TRANSFORM” methods of chapter 7 must be
used instead of the “CONTRAST” method. In order to obtain triple interaction contrasts, that is,
those of the form AComp × BComp × CComp, the relevant contrast must be requested on each factor. For
example, in the Factor A and Factor B between, Factor C within design, the interaction contrast be-
tween Factor A and Factor B must be requested on the “DESIGN” statement and the contrast on
Factor C specified on the “WSDESIGN” statement (assuming the Factor C contrasts were orthogo-
nal). Then the AComp × BComp × CComp interaction will be produced automatically, without specifically
requesting it.

For nonorthogonal contrasts on the within-subjects factors, use the “TRANSFORM” method.
Syntax is shown in Fig. 9.4 for the example of a Factor A × Factor B × Factor C design with three
levels of each factor, and Factor A between and Factor B and Factor C within.
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Lines 2 through 11 define the nonorthogonal contrasts on Factor B and Factor C, as well as the
four Factor B × Factor C interaction contrasts; then they all are given mnemonic names on the “RE-
NAME” subcommand (lines 12–13). The initial row of ones is “RENAME”d ‘foraonly’, which is
more mnemonic than ‘ones’ (as it was called in chap. 7), as shown later. Then lines 15 and 16 request
testing the nonorthogonal “SIMPLE” contrasts on Factor A, as well as “CONSTANT”. Note also
the usual use of line 14 to suppress the multivariate output. Also note that you must specify all of the
contrasts on Factor A on the “DESIGN” subcommand because “SIMPLE” contrasts are non-
orthogonal. The relevant portions of the resulting printout are in Fig. 9.5.
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FIG. 9.4. Syntax commands to conduct main effect and interaction contrasts in a one between-, two
within-factor ANOVA.

FIG. 9.5. (Continues)



Rearranging this output gives the F values found in Table 9.3 for all the contrasts.

SIMPLE CONTRASTS: SIMPLE COMPARISONS, SIMPLE SIMPLE
COMPARISONS, AND SIMPLE INTERACTION CONTRASTS

The analyses of the three types of simple contrasts (i.e., simple comparisons, simple simple compari-
sons, and simple interaction contrasts) are discussed next. Recall that simple comparisons examine a
contrast on one of the factors within levels of one of the other factors; simple simple comparisons ex-
amine a contrast on one of the factors within certain levels of both of the other factors; and simple
interaction contrasts are interaction contrasts between two of the factors within certain levels of the
third factor. (The reader who desires a more extensive review of these analyses, together with the rel-
evant means being compared, is directed to chap. 5.) In general, simple contrasts are accomplished
by specifying “WITHIN” or “MWITHIN” on the factor(s) within levels of which the simple con-
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TABLE 9.3
Rearranged F Tests for Main Effects and Interaction Contrasts

in a One Between-, Two Within-Factor ANOVA

Contrast F Value

A(1) .00055
A(2) .00219
B(1) 8.79971
B(2) .02443
C(1) 8.21178
C(2) 4.65171
A(1) × B(1) .95448
A(1) × B(2) .00000
A(2) × B(1) .02330
A(2) × B(2) .58629
A(1) × C(1) 6.85062
A(1) × C(2) .46742
A(2) × C(1) 4.09056
A(2) × C(2) 9.27508
B(1) × C(1) 42.66446
B(1) × C(2) 13.49841
B(2) × C(1) 1.30008
B(2) × C(2) 4.34629
A(1) × B(1) × C(1) .29558
A(1) × B(1) × C(2) 1.34844
A(1) × B(2) × C(1) .78422
A(1) × B(2) × C(2) .06337
A(2) × B(1) × C(1) .00151
A(2) × B(1) × C(2) .18962
A(2) × B(2) × C(1) 1.95012
A(2) × B(2) × C(2) .00129

FIG. 9.5. Output for main effect and interaction contrasts in a one between-, two within-factor ANOVA.



trast is desired, while specifying a contrast (either with “CONTRAST” or with “TRANSFORM”)
on the factor(s) desired.

For example, consider the Factor A between, Factor B and Factor C within design. If a simple
comparison on Factor A within levels of Factor B is desired, specify the contrast on Factor A (with
the “CONTRAST” subcommand and the “DESIGN” subcommand specifying all the Factor A
contrasts) and specify the desired levels of Factor B within which the simple comparison is desired
via the “WSDESIGN” statement, using “MWITHIN”, as in the first row of Table 9.4. If instead the
reverse simple comparison (i.e., a simple comparison on Factor B within levels of Factor A) is de-
sired (and assuming the contrasts on Factor B are all orthogonal, qualifying the analysis for the
“CONTRAST” method), reverse the specifications on the “DESIGN” and “WSDESIGN”
subcommands, as in row 2 of Table 9.4. Note that, if you leave off a level of the between-subjects fac-
tor on the “DESIGN” subcommand, you must use “ERROR=WITHIN”. The remaining rows of
Table 9.4 give specifications for every category of simple contrasts (when the within-subjects con-
trasts are orthogonal) and display the often odd labels that MANOVA assigns to the results.

When the simple contrasts desired are nonorthogonal contrasts on the within-subjects factor,
the “TRANSFORM” method must be used instead. The “DESIGN” specification will contain
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TABLE 9.4
Syntax Specification for DESIGN and WSDESIGN Subcommands and Output Labels

for All Possible Mixed Three-Way Designs for Simple Comparisons, Simple Simple Comparisons,
and Simple Interaction Contrasts When the Within-Subjects Contrasts are Orthogonal

A between, B and C within

Specification for

Contrast DESIGN WSDESIGN Output Labeled

AComp within Ba a(1), a(2), etc. MWITHIN b(1),
MWITHIN b(2), etc.

A(1) BY MWITHIN B(1), etc.

BComp within Aa MWITHIN a(1),
MWITHIN a(2), etc.

b(1), b(2), etc. MWITHIN A(1) BY B(1), etc.

CComp within Ba ab c(1) WITHIN b(1), c(2)
WITHIN b(1), etc.

C(1) WITHIN B(1), etc.

AComp within B and Cc a(1), a(2), etc. MWITHIN b(1)
WITHIN c(1),
MWITHIN b(2)
WITHIN c(1), etc.

A(1) BY MWITHIN B(1)
WITHIN C(1), etc.

CComp within A and Bc MWITHIN a(1),
MWITHIN a(2), etc.

c(1) WITHIN b(1), etc. MWITHIN A(1) BY C(1)
WITHIN B(1), etc.

AComp × CComp within Bd a(1), a(2), etc. c(1) WITHIN b(1), etc. A(1) BY C(1) WITHIN B(1),
etc.

BComp × CComp within Ad MWITHIN a(1),
MWITHIN a(2), etc.

b(1) BY c(1), etc. MWITHIN A(1) BY B(1) BY
C(1), etc.

A and B between, C within

AComp within Ba a(1) WITHIN b(1), etc. cb A(1) WITHIN B(1), etc.
AComp within Ca a(1), a(2), etc. MWITHIN c(1), etc. A(1) BY MWITHIN C(1), etc.
CComp within Aa MWITHIN a(1),

MWITHIN a(2), etc.
c(1), c(2), etc. MWITHIN A(1) BY C(1), etc.

AComp within B and Cc a(1) WITHIN b(1), etc. MWITHIN c(1), etc. A(1) WITHIN B(1) BY
MWITHIN C(1), etc.

CComp within A and Bc MWITHIN a(1) WITHIN
b(1)

c(1), c(2), etc. MWITHIN A(1) WITHIN
B(1) BY C(1), etc.

AComp × BComp within Cd a(1) BY b(1), etc. MWITHIN c(1), etc. A(1) BY B(1) BY MWITHIN
C(1), etc.

AComp × CComp within Bd a(1) WITHIN b(1), etc. c(1), c(2), etc. A(1) WITHIN B(1) BY C(1),
etc.

aSimple Comparison. bDefault specification for that subcommand, therefore subcommand can be safely omitted. cSimple simple compari-
son. dSimple interaction contrast.



“WITHIN”, “MWITHIN”, or “BY” keywords as needed; if all degrees of freedom are not specified,
use “ERROR=WITHIN”. Table 9.5 presents the “DESIGN” specifications and output labels for
all the categories of simple contrasts.

In considering Table 9.5, for the one between, two within design, the first and fifth rows are
based on the set of TRANSFORMs found in Fig. 9.4. For the darkened entry in row 1 of the one be-
tween, two within design denoted “B1VB3@B1”, the “DESIGN” specification would be
‘MWITHIN facta(1), MWITHIN facta(2)’, and so on. A portion of the printout is in Fig. 9.6. The
darkened result is where the F and p values for BComp1 within A(1) are found, corresponding to the
darkened area in row 1 of Table 9.5.

For rows 2 through 4 of Table 9.5, it is assumed the “TRANSFORM” is the following:

/TRANSFORM(b1c1 TO b1c3/b2c1 TO b2c3/b3c1 TO
b3c3)=SIMPLE(2)

/RENAME=onesb1 c1vc2wb1 c3vc2wb1 onesb2 c1vc2wb2 c3vc2wb2
onesb3 c1vc2wb3 c3vc2wb3

For the darkened entry in row 2 of the one between, two within design denoted “C1VC2WB1”,
the “DESIGN” specification would be “CONSTANT”. A portion of the printout is seen in Fig. 9.7.
The darkened result is where the F and p values for CComp1 within B(1) are found, corresponding to
the darkened area in row 2 of Table 9.5.
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TABLE 9.5
Syntax Specification for the DESIGN Subcommand and Output Labels for All Possible

Mixed Three-Way Designs for Simple Comparisons, Simple Simple Comparisons,
and Simple Interaction Contrasts When the Within-Subjects Contrasts are Nonorthogonal

Type of Design Simple Contrast DESIGN Variable

A between, B and C within BComp within Aa MWITHIN a(1), MWITHIN a(2), etc. B1VB2@B2, etc.
CComp within Ba CONSTANT C3VC2WB1, etc.
CComp within A and Bb MWITHIN a(1), MWITHIN a(2), etc. C1VC2WB1, C3VC2WB1, etc.
AComp × CComp within Bc a(1), a(2), etc. C1VC2WB1, C3VC2WB1, etc.
BComp × CComp within Ac MWITHIN a(1), MWITHIN a(2), etc. IB1XC1, IB1XC2, etc.

A and B between, C within CComp within Aa MWITHIN a(1), MWITHIN a(2), etc. C1VC3, C2VC3
CComp within A and Bb MWITHIN a(1) WITHIN b(1),

MWITHIN a(2) WITHIN b(1), etc.
C2VC3

AComp × CComp within Bc a(1) WITHIN b(1), etc. C1VC3, C2VC3

aSimple comparison. bSimple simple comparison. cSimple interaction contrast.

FIG. 9.6. Output for ‘b1vb3@b1’ at the first level of Factor A.

C1VC2WB1,
B1VB3@B1,

C1VC3,



Finally, note that, for the two between, one within design, where only Factor C is within, it is as-
sumed that the following are the “TRANSFORM/RENAME” specifications:

/TRANSFORM(c1 to c3)=SPECIAL (1 1 1, 1 0 −1, 0 1 −1)
/RENAME=skip c1vc3 c2vc3

For the row of Table 9.5 with the darkened entry for the two between, one within design de-
noted “C1VC3”, the “DESIGN” specification would be ‘MWITHIN a(1) WITHIN b(1),
MWITHIN a(2) WITHIN b(1)’, and so on (adding all desired levels of Factor A and Factor B). A
portion of the printout is in Fig. 9.8. The darkened result is where the F and p values for CComp1 within
A(1) within B(1) are found, corresponding to the darkened area in the bottom portion of Table 9.5.

PAC

Whenever a design contains a within-subjects factor, the analysis is under the General Linear
Model–Repeated Measures menu. Additional between- or within-subjects factors may easily be
added in (see chaps. 4, 5, 6, and 8) to obtain basic analyses for three or greater factor mixed designs.
Because marginal means are given for a within-subjects factor with PAC, you may wish to run the
overall analysis from here and then switch to MANOVA for more complex analyses. The more com-
plex analyses (e.g., simple two-ways, simple contrasts, etc.) need to be obtained with syntax. How-
ever, it is recommended that “MANOVA” syntax be used for all analyses not available by PAC as
the latter syntax is cumbersome (see chap. 13) and mistakes could be easily made.
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FIG. 9.7. Output for nonorthogonal simple comparisons in a one between-, two within-factor ANOVA.

FIG. 9.8. Output for nonorthogonal simple simple comparisons in a two between-, one within-factor
ANOVA.



Analysis of covariance (ANCOVA) is another variant of analysis of variance in which the analyst
enters into the analysis a variable(s) other than the dependent variable on which participants are also
measured, called a covariate. ANCOVA has two major advantages over ANOVA. First, it provides
a way to statistically equate groups that have somewhat different values on the covariate. Second,
and most important, using the covariate can reduce unexplained variability, thereby increasing
power to detect an effect of the independent variable. Additionally, not adjusting for a covariate
may lead to the wrong conclusions. Specifically, random assignment does not guarantee that the
groups are the same on the dependent variable before the experiment begins. If you are studying
ways to decrease depression, for example, you may have a group of participants that were more de-
pressed to begin with than the other groups. If you do not covary out pretest depression, it will look
like there was not a treatment effect at the end of the experiment even if the treatment was effica-
cious, because their scores were already higher than everyone else’s. In ANCOVA, a participant’s re-
sponse on the dependent variable is adjusted for the value of the covariate by calculating what that
response would have been if all participants had had the same value for the covariate. Subsequent
aspects of the analysis then use this adjusted dependent variable. Removing the covariate error vari-
ance from both the denominator and numerator of the F ratio generally increases the F ratio, mak-
ing for a more powerful F test.

In ANCOVA, the regression line relating the covariate to the dependent variable is estimated
and then used to predict a participant’s response on the dependent variable. The deviations from this
predicted response are then used to compute the variances for the F test, in this way taking into ac-
count the covariate’s association with the dependent variable. The use of a covariate can be expected
to increase F values when the covariate is similarly distributed among the levels of the independent
variable, because in this case correcting for the covariate decreases the error term. It can either in-
crease or decrease the F value when the covariate is distributed differently over the levels of the inde-
pendent variable. There are some questions about the interpretability of the results when there are
large differences in the covariate among the levels of the independent variable.

This chapter presents syntax first for one-factor completely randomized designs in which one
and then more than one covariate is discussed. Next, two-factor completely randomized designs are
presented, followed by designs that include a within-subjects factor (or repeated measures), includ-
ing mixed designs.

The first program presented is for a one-factor completely randomized design with a single
covariate. The data are from Stevens (2002, p. 358). One dependent variable has been left out and
one participant has been dropped to achieve an equal N design. There are 14 participants in each of
two groups. Assume that the between-subjects factor is named ‘facta’, the dependent variable is
called ‘score’, and the variable name of the covariate is ‘cov’.
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The syntax for this program, in Fig. 10.1, is almost identical to the syntax for a regular one-
factor between-subjects design. The most important difference between an ANOVA and an
ANCOVA program is that, in ANCOVA, after listing the dependent variable and the between-
subjects factor(s) on the “MANOVA” command, you add the keyword “WITH” followed by the
name of the covariate. Second, means are now requested with both “OMEANS” and “PMEANS”
(which are both optional, but highly recommended). In the ANCOVA case, “OMEANS” gives the
mean, standard deviation, N, and 95% confidence interval for each group for both the dependent
variable and the covariate. “PMEANS” gives the actual (observed) means for the dependent vari-
able (note that this part is redundant with “OMEANS”), as well as the predicted (or adjusted) means
(i.e., what the means for that group are predicted to be if the group’s mean on the covariate had been
equal to the overall covariate mean). Basically, it is determined what the mean score for each group
would be if the covariate were the same for all groups. The “DESIGN” subcommand is optional
here and for other programs presented in this chapter, unless noted otherwise. As usual, the options
of power and effect size were also requested. Although in subsequent programs effect size and power
analyses are not requested, this is only to save space and it is recommended that the researcher al-
ways obtain these analyses.

First, in Fig. 10.2, is the output generated by the “OMEANS” subcommand, which is somewhat
familiar, but note that the means on the covariate are also provided. Notice that Group 1’s mean on
the covariate is slightly above the overall mean, whereas Group 2’s mean is slightly below. Next, as
usual, comes the actual test of significance in an ANOVA summary table. The error term is found in
the line headed “WITHIN CELLS”. The main effect of Factor A is in the “FACTA” line. Here it is
significant, F(1, 25) = 7.13, p = .013 and 22.20% of the variance in the dependent variable is ac-
counted for by Factor A. The row labeled “REGRESSION” is new; it gives a test that the average
slope of the covariate on the dependent variable is 0 across the levels of Factor A. The test is signifi-
cant, F(1, 25) = 51.39, p = .001, thus the common slope is significantly different from zero. You can
also think of this test as the test of the significance of the correlation between the dependent variable
and the covariate (see later discussion) or as the amount of variability attributed to the covariate. It
is labeled as “REGRESSION” because this is the same sum of squares you would obtain if you ran a
regression predicting the dependent variable from the covariate.

After the power and effect size estimates, the estimate of the correlation between the covariate
and the dependent variable is given next in a table that bears the title “Regression analysis for
WITHIN CELLS error term”. This table presents the slope of the relationship (the value under “B”,
here, 1.23039) between the covariate (on the x axis) and the dependent variable (on the y axis), as
computed from raw scores. This is called the common slope and MANOVA uses this to calculate the
adjusted means for each cell. The same table offers a “BETA” value, which refers to the same rela-
tionship as “B,” but is computed with standardized scores. In the one covariate case, “BETA” is
equivalent to the correlation between the covariate and the dependent variable. Here, that correla-
tion is .81074. A t test of this correlation is also given in the table and is seen to have a significance
value of .001, exactly the same as for the test of “REGRESSION” in the ANOVA table. This is be-
cause the two tests are alternate versions of an identical test.

Finally, the output generated by the “PMEANS” subcommand, the observed and adjusted
means, is printed. Note, for example, that Group 2’s adjusted mean is 14.18, slightly greater than its
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FIG. 10.1. Syntax commands to conduct a one-factor between-subjects design with a covariate.



observed mean of 13.78. The adjusted mean is greater because that group’s mean on the covariate is
10.71, which is lower than the overall mean of 11.03, and the covariate and dependent variable are
positively related. The results suggest that, if Group 2 had had a higher mean on the covariate, as
high, say, as the overall mean, it would have likely had a higher mean on the dependent variable.

TESTING THE HOMOGENEITY OF REGRESSION ASSUMPTION

An important assumption of ANCOVA is that the regression slope (of the covariate on the depend-
ent variable) is the same (homogeneous) across the various groups, or levels, of Factor A. This as-
sumption, if violated, might mean abandoning a typical ANCOVA in favor of alternate techniques.
A test of the assumption is possible with the syntax in Fig. 10.3.
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FIG. 10.2. Output for a one-factor between-subjects design with one covariate.

FIG. 10.3. Syntax commands to test the homogeneity of regression assumption in ANCOVA.



Line 2 introduces the “ANALYSIS” subcommand, a statement that tells MANOVA which de-
pendent variables and covariates to really use in the analysis, overriding what is specified on the
“MANOVA” command itself. Here, it tells MANOVA not to perform the typical ANCOVA with
‘score’ as the dependent variable and ‘cov’ as the covariate, but rather to still use ‘score’ as the de-
pendent variable but not include a covariate (in the regular ANCOVA case, the “ANALYSIS”
subcommand defaults to ‘score WITH cov’). Line 3 requests the significance tests needed. Note that,
although “DESIGN” would default to ‘facta’ in this instance, you are overriding that, and asking
also for the tests for the covariate and, most importantly, the covariate × group interaction (which is
actually the test of homogeneity desired). The relevant portion of printout is in Fig. 10.4.

If this test is statistically significant, you need to abandon the assumption of homogeneity of re-
gression slopes. Because the results show that the “FACTA BY COV” interaction is not significant,
F(1, 24) = .49, p = .491, you conclude instead that the assumption of homogeneity of regression
slopes remains tenable.

MULTIPLE COVARIATES

It is possible to measure and adjust for more than one covariate. For example, had a second
covariate (e.g., ‘cov2’) been available in a design like the preceding one, the “WITH” keyword in line
1 would have been followed by ‘cov cov2’. In the printout, the primary change is that degrees of free-
dom for “REGRESSION” would be increased to 2 and degrees of freedom “WITHIN CELLS”
would be decreased by 1 to 24. Otherwise, interpretations remain as before. In addition, some new or
changed-format printout would emerge (see Fig. 10.5).

MULTIPLE COVARIATES 123

FIG. 10.4. Output for testing the homogeneity of regression assumption in ANCOVA.

FIG. 10.5. Output for a one-factor between-subjects design with two covariates.



The printout yields correlations and squared correlations of each covariate with the dependent
variable and the “Regression analysis” portion of the printout is now that of “multiple regression.”
To test the homogeneity of regression assumption with, say, three covariates (called ‘cov’, ‘cov2’,
and ‘cov3’) requires syntax like that of Fig. 10.3 with ‘cov cov2 cov3’ after the “WITH” and the
“DESIGN” specification of ‘CONTIN(cov,cov2,cov3), facta, facta BY CONTIN(cov, cov2,cov3)’.
“CONTIN” tells MANOVA to combine multiple continuous variables into a single test. The final
effect, ‘facta BY CONTIN(cov, cov2,cov3)’, yields the test of the homogeneity of regression as-
sumption.

Contrasts

Planned contrasts may be conducted1 on the adjusted means by adding a “CONTRAST” sub-
command, which specifies which groups are to be compared, together with a specification on the
“DESIGN” subcommand that requests each contrast to be tested. Remember to request all the con-
trasts, even if you do not wish to examine all of them. Syntax is presented in Fig. 10.6 to compare the
first group’s to the last group’s adjusted mean in a three-group design.

Post Hocs

Post hocs in ANCOVA, analogous to Tukey tests, require a number of manual calculations. First,
the output of the ANCOVA, in terms of adjusted means and “MS WITHIN CELLS”, should be
computed as described in Keppel (1991, pp. 314–316). It should be noted that formula 14-13 (Kep-
pel, pp. 314–316) also requires values of what Keppel refers to as “MSA(X)” and “SSS/A(X).” These
quantities result from a separate ANOVA in which the covariate is treated as the dependent variable
(with the usual independent variable; in the example, Factor A). MSA(X) is the mean square for
“FACTA” and SSS/A(X) is the sum of squares for “WITHIN CELLS” in such an analysis. Second,
special tables (the Bryant-Paulson tables; Bryant & Paulson, 1976), not commonly available, are
needed. (See Huitema, 1980, chap. 5, for a description of the method, additional discussion, and ta-
bles.)

MULTIPLE BETWEEN-SUBJECTS FACTORS

The program for a two-factor completely randomized design with a covariate is almost identical to
that for a regular two-factor between-subjects design. The only differences are the added specifica-
tion of the covariate using “WITH” on the “MANOVA” command and the request for adjusted
means with “PMEANS”, with the same specification as for the “OMEANS” subcommand. Fig.
10.7 illustrates such a program.
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FIG. 10.6. Syntax commands to test planned contrasts in an ANCOVA with one covariate.

1
1Keppel (1991) provided a special formula (formula 14-13) as the error term to test planned contrasts; MANOVA pro-

vides results that differ numerically from that formula. Instead, MANOVA’s test conforms to the formula Winer (1971, p.
779) proposed, discussed in Keppel (1991, p. 315, fn. 9) and in Keppel (1982, p. 502). In his 1982 edition, Keppel suggested
that the method of Winer is “often recommended,” but involves more work and, citing Snedecor (1956), he regards the extra
work as not worth the greater accuracy in most problems. Because MANOVA calculates the more accurate Winer method
automatically, it is recommended here.



The output for this program would be similar to that in Fig. 10.2, except there would now be a
test for Factor B, in addition to the Factor A × Factor B interaction. There would also be extended
printout of cell and marginal means, both actual or observed and adjusted means.

It should be clear from examining Figs. 10.1 and 10.4 that an ANCOVA program can be altered
to accommodate virtually any number of between-subjects factors by simply specifying more factors
on the “MANOVA” command and with additional sets of means selected on “OMEANS” and
“PMEANS” subcommands. All the specialized planned analyses that pertain to these designs, such
as (for two-factor designs) main effect contrasts, simple effects, simple comparisons, interaction con-
trasts, as well as (for three or more factors) simple two-way interactions, simple simple effects, sim-
ple simple comparisons, and simple interaction contrasts can also be computed by MANOVA
simply by using the “DESIGN” specifications introduced in chapters 3 through 5, along with speci-
fication of the covariate(s) after the “WITH” on the “MANOVA” command.

ANCOVAs IN DESIGNS WITH WITHIN-SUBJECTS FACTORS

An ANCOVA is also possible in designs with one or more within-subjects factors, including mixed
designs, which contain both within-subjects and between-subjects factors. There are two possibilities
for such covariate(s). One is the varying covariate, in which the participant has one (or more)
covariate(s) for each level of the within-subjects factor. An example is when the dependent variable
is how much time the participant takes to respond to each stimulus and the covariate is the partici-
pant’s rating of the attractiveness of each stimulus. The second possibility is the constant covariate,
in which each participant has a covariate(s) that applies to that participant (rather than to each level
of the within-subjects factor). An example is when the GPA of each participant is considered a
covariate. Because the constant covariate adjusts all of the participants’ scores, the constant
covariate would be of no use for designs that comprise only within-subjects factors. Rather, constant
covariates are useful only if the design also contains one or more between-subjects factors, for exam-
ple, mixed designs. In contrast, a varying covariate might be employed in designs involving only
within-subjects factors, such as one- and two-factor within-subjects designs, as well as in mixed de-
signs, because the varying covariate provides an adjustment to each of the individual scores. First,
the analysis of the constant covariate is considered.

Constant Covariate

The syntax to conduct an ANCOVA in the mixed design with a constant covariate involves the usual
specification of the between-subjects and within-subjects factors, but enclosing the covariate named
after the “WITH” in parentheses. For example, syntax to analyze the data of Huitema’s (1980) ex-
ample (p. 225), which is a 2 × 3 mixed design, is in Fig. 10.8.
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FIG. 10.7. Syntax commands to conduct a two-factor between- subjects design with a covariate.

FIG. 10.8. Syntax commands to conduct an ANCOVA for a one between-, one within-subjects design
with a constant covariate.



The relevant portions of output for this design are in Fig. 10.9.

Note that, in the second to last portion of Fig. 10.9, the covariate is automatically given the odd
name “TCOV”. Note also that, in the syntax, the “PMEANS” subcommand was omitted, because
the results it gives are misleading and incorrect in within-subjects situations. Fortunately, the regres-
sion analysis “B” coefficient may be used to manually calculate the adjusted means. The formula is:

Y Y B X XAB AB BS A T
′ = − −( )

whereYAB
′ is the adjusted cell mean,Y AB is the observed cell mean, XA is the observed A marginal

mean on the covariate, X T is the overall mean on the covariate, and BBS is the “B” coefficient. These
are all found on the printout and are as follows: BBS = .71094, XA for Group 1 = 5.2, XA for Group 2
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FIG. 10.9. Output for an ANCOVA for a one between-, one within-subjects design with a constant
covariate.



= 5.8 (it should be noted that the means on the covariate “COV” with the preceding two values inex-
plicably appear two separate times in the “OMEANS” section of the printout), X T = 5.5 (found as
the “For entire sample” mean), and the YAB are in Table 10.1.

For example, for the upper left cell, the calculations are:

Y Y B X XAB AB BS A T
′ = − −( ) = 7.8 – .71094 (5.2 – 5.5) = 8.01.

The entire set of adjusted cell means, calculated in analogous fashion (with marginals computed as
the means of the relevant cell means), are in Table 10.2.

Varying Covariate

First, an example of a design without any between-subjects factors is given, namely, a one-way
within-subjects case. First, you specify the variables containing the scores for various levels of the
within-subjects factor; then, after the “WITH”, specify the variables that are the covariates for the
respective dependent variables. An example, with two levels of the within-subjects factor, is found in
Tabachnick and Fidell (2001, p. 417).

The abbreviated output that results from this syntax is in Fig. 10.11.
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TABLE 10.1
Observed Cell Means (i.e., YAB) for the Two-Factor Mixed ANOVA With a Constant Covariate

b1 b2 b3

facta 1 7.8 6.2 6.8
facta 2 4.4 4.2 3.8

TABLE 10.2
Calculated Adjusted Means for the Two-Factor Mixed ANOVA With a Constant Covariate

b1 b2 b3 Average

facta 1 8.01 6.41 7.01 7.14
facta 2 4.19 3.99 3.59 3.92
Average 6.10 5.20 5.30

FIG. 10.10. Syntax commands to conduct an ANCOVA for a within-subjects design with a varying
covariate.



The F for “FACTA” is significant, F(1, 7) = 26.62, p = .001. Note that “PMEANS” was not
specified, meaning that adjusted means are not printed out. This is because MANOVA does not cal-
culate them properly. However, as in the earlier example, these means can be constructed by manual
calculation based on the printout. Here, the relevant formula is:

Y Y B X XA A WS A T
′ = − −( )

where YA
′ is the adjusted mean, Y A is the observed mean, XA is the observed A mean on the

covariate, X T is the overall mean on the covariate, and BWS is the B-coefficient (this time with the
subscript WS, indicating “within subjects”). Most of the values are found on the printout: BWS =
–.21805, XA for Level 1 = 7.667, XA for Level 2 = 7.444. TheYA values are 10.333 and 15.111, re-
spectively. X T is not given, but can be found by averaging the two XA values, obtaining 7.555. Thus,
the two adjusted means are 10.34 and 15.09, respectively.

Although in the preceding example MANOVA printed out all the relevant figures to enable
manual calculation of the adjusted means, unfortunately, it will not do so when there are more than
two levels of the factor, at least not with commands given here. Specifically, it will not give the value
for BWS. An alternative method to handle such designs, and to obtain BWS, involves using the one-
line-per-level setup, as opposed to the one-line-per-subject setup that has been used up to this point.
Because the one-line-per-level setup requires some additional concepts, discussion of it is postponed
until chapter 11.

Another design possibility where you might see a varying covariate is the mixed design, which
contains both between- and within-subjects factors. An example of a program for a two-factor
mixed design with a varying covariate using data from Winer, Brown, and Michels (1991, p. 833) is
in Fig. 10.12.
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FIG. 10.11. Output for an ANCOVA for a within-subjects design with a varying covariate.



Note that the “MANOVA” command is altered in the expected fashion, by adding the names of
both levels of the within-subject factor before the “BY” and adding the covariates that pertain to
each of those scores, respectively, after the “WITH”. Line 2 adds the “WSFACTORS” sub-
command necessary for within-subjects factors. Figure 10.13 provides edited printout.
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FIG. 10.12. Syntax commands to conduct an ANCOVA for a mixed design with a varying covariate.

FIG. 10.13. (Continues)



As can be seen in Fig. 10.13, whereas neither the interaction nor the “FACTA” (between-
subjects factor) main effect is significant, F(2, 5) = 1.95, p = .236 and F(2, 5) = 3.06, p = .136, respec-
tively, the “FACTB” (within-subjects factor) main effect is highly significant, F(1, 5) = 52.61, p =
.001. Note that there is a separate “REGRESSION” effect tested for the between-subjects and
within-subjects portion of the design and each is significant.

Again, in this example, as is true for any design with a varying covariate, adjusted means should
not be requested with “PMEANS” because MANOVA does not compute them correctly. Again, in
this case (which has two levels of the within-subjects factor), all the relevant values to manually com-
pute adjusted means are present in the printout. The appropriate formula for the two-factor mixed
design is:

YAB
′ = Y B X X B X XAB BS A T WS AB A− − − −( ) ( )

whereYAB
′ is the adjusted cell mean,YAB is the observed cell mean, XAB is the observed cell mean on

the covariate, XA is the observed A marginal mean on the covariate, X T is the overall mean on the
covariate, BBS is the between-subjects “B” coefficient, and BWS is the within-subjects “B” coefficient.
BBS, the between-subjects coefficient, is found as the “B” coefficient from “T3” to “T1”, which in the
example is .84747, whereas BWS is found as the “B” from “T4” to “T2” and, here, is .84524. You also
obtain the cell means for the dependent variable and cell and marginal means for the covariate (see
Table 10.3).

The entire set of adjusted cell means (with marginals computed as the means of the relevant cell
means) is in Table 10.4. For example, the calculation for the upper left cell would be:

YAB
′ = Y B X X B X XAB BS A T WS AB A− − − −( ) ( )

= 11.667 – .84747 (7.667 – 7.5) – .84524 (6.333 – 7.667) = 12.653.
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FIG. 10.13. Output for an ANCOVA with a varying covariate, mixed design.

TABLE 10.3
Means on the Dependent Variable and Covariate for the Two-Factor Mixed ANOVA

Dependent Variable Covariate

b1 b2 b1 b2 Average

facta 1 11.667 18.000 6.333 9.000 7.667
facta 2 9.000 10.667 6.667 6.333 6.500
facta 3 13.000 16.667 8.000 8.667 8.334
Average 7.500

TABLE 10.4
Adjusted Cell and Marginal Means for the Two-Factor Mixed ANOVA

b1 b2 Average

facta 1 12.653 16.732 14.692
facta 2 9.706 11.656 10.681
facta 3 12.576 15.679 14.127

11.645 14.689 13.167



MANOVA printed out all the relevant figures to enable manual calculation of the adjusted
means in the preceding example because there were only two levels of the within-subjects factor. Had
the within-subjects factor contained three or more levels, the value for BWS could not have been com-
puted with the previous commands and setup. Again, however, the alternative one-line-per-level
setup could have been employed to obtain this value (see chap. 11 for details on how to obtain these
values).

PAC

For between-subjects designs, an ANCOVA is run from the General Linear Model–Univariate
menu. Everything stays the same for setting up the analyses, except that now you select your
covariates and put them in the Covariate(s) box, as shown in Fig. 10.14.

All other options and caveats remain the same. Adjusted means are the means printed out when
you get the means for Factor A using the Options menu. You cannot obtain the unadjusted means if
the covariate is in the design. The General Linear Model (GLM) statistical approach to within-
subjects factors, with both varying and constant covariates, is different from MANOVA’s. Accord-
ing to Tabachnik and Fidell (2001, p. 415), GLM should be avoided in this instance.
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FIG. 10.14. Dialogue box for ANCOVA.



Up until this point, all of the analyses have been concerned with independent variables that may be
considered fixed factors. A different type of factor is called a random factor. A random factor is one
in which you have sampled some levels of the factor but think there are many more (actually, virtu-
ally infinitely more) levels that exist to which you wish to generalize. In comparison, a fixed factor is
one in which all the levels of the variables that exist in reality and to which you wish to generalize are
included in the study. For example, if gender was a factor in a study with two levels (men and
women), those are all that exist in reality and that you wish to generalize to, so it is a fixed factor.
Most of the factors in the social sciences are fixed factors (Keppel, 1991). Researchers typically use
random factors primarily to expand generalizability of the research results. Often the effect of the
random factor per se is of little interest. When random factors are included in the design, the error
term for each F ratio may change. MANOVA can handle both random and fixed factors by permit-
ting explicit specification of each effect’s error term on the “DESIGN” subcommand.

For example, consider a two-factor between-subjects design in which Factor A is frequency of
feedback with three levels: frequent, infrequent, or none (control). Clearly this factor is fixed, be-
cause the levels are very specifically chosen because they are of inherent interest. Suppose that each
of 10 experimenters delivers each of these three treatments to five participants and a goal of the
study is to evaluate the extent to which feedback has an effect over all experimenters. Thus, Factor B
would be Experimenter, with 10 levels. But here you would likely treat Factor B as a random factor,
because those 10 experimenters included are regarded as merely representatives of a virtually infinite
class of experimenters to which you wish to generalize. You may not be interested in any main effect
differences between these individuals per se and you are willing to regard them as a random sample
of experimenters.

In a two-factor between-subjects design, in which Factor A is fixed and Factor B is random,
Factor B and the interaction are tested as usual, using “WITHIN CELLS” as the denominator of
the F ratio (i.e., the error term). Factor A is tested with the interaction as its error term (see Keppel,
1973, pp. 340–341). To force MANOVA to use the appropriate error terms, the “DESIGN”
subcommand should have the following specification:

/DESIGN=facta VS 1, factb VS WITHIN, facta BY factb=1 VS WITHIN.

Turning to the middle specification first, ‘factb VS WITHIN’, you are indicating that you want
the main effect of Factor B to be tested against (“VS”) the error term “WITHIN” (CELLS; this is
the default in a two-factor design, so the “VS WITHIN” could be safely omitted). The third specifi-
cation (‘facta BY factb=1 VS WITHIN’) instructs MANOVA that the interaction should also be
tested against within cells (the “VS WITHIN” part), but the ‘facta BY factb’ interaction effect be-
comes a special error term, namely, error term number 1 (the ‘=1’ part). Finally, the first specifica-
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tion (‘facta VS 1’) instructs MANOVA that special error term number 1 (namely the ‘facta BY factb’
interaction) is to be its error term. The printout from such an example is in Fig. 11.1.

The altered layout of the output makes it clear that “FACTB” and “FACTA BY FACTB” both
use “WITHIN CELLS” as the error term, but that “FACTA” is tested with the interaction
“FACTA BY FACTB”, also called “Error 1”. The results show that Factor A is not significant,
F(2,18) = .59, p = .562. Factor B has a nonsignificant main effect, F(9, 120) = 1.67, p = .105, but, as
mentioned earlier, there is little inherent interest in this effect. Note carefully the degrees of freedom
in the preceding statements. Larger designs with more random factors have special considerations
for error terms (see Keppel, 1982, appendix C-4), but all can be handled essentially in this way.

RANDOM FACTORS NESTED IN FIXED FACTORS

Random factors are sometimes arranged so as to be “nested” within the fixed factors. An example is
from Keppel (1991, p. 564). In this experiment, a researcher is interested in how people solve prob-
lems. The dependent variable is amount of time it takes to solve a problem (‘dv’). There are two
types of problems being investigated, either disjunctive or conjunctive (Factor A, fixed factor). In-
stead of using just one problem, however, the researcher decides to use several of each type to in-
crease the generalizability of the experiment. She decides to use four different problems of each
problem type (Factor B, random factor). Each participant solved one problem and two different
participants were randomly assigned to each problem (there were 2 × 4 = 8 different problems, so 16
participants in all). In this design, ‘problem’ is nested within ‘problem type’ (random Factor B
nested within fixed Factor A, symbolized as “B/A”). The data are in Fig. 11.2.

The analysis of this design is similar to that of a two-factor between-subjects design. Although
technically there are eight levels of Factor B (4 problems × 2 types = 8), there are only four levels
within any given level of Factor A and that is what SPSS needs to know. Thus, the “MANOVA”
command would specify ‘time BY facta(1,2) factb(1,4)’, as in an ordinary two-factor between-
subjects design. As Keppel (1991) showed, in this kind of design, the error term for the Factor A ef-
fect is the “Factor B within Factor A” effect, the error term for which, in turn, is “WITHIN
CELLS”. Thus, the “DESIGN” subcommand here would be:

/DESIGN=facta VS 1, factb WITHIN facta = 1 VS WITHIN.

As described earlier, ‘factb WITHIN facta = 1 VS WITHIN’ instructs MANOVA that the
‘factb within facta’ effect should be tested against within cells and that it also becomes itself a special
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FIG. 11.1. Output for a one fixed-, one random-factor ANOVA.

FIG. 11.2. Data for a two-factor nested design in which Factor B is nested within Factor A. From Design
and Analysis: A Researcher’s Handbook (p. 564), by G. Keppel, 1991, Upper Saddle River, NJ, Pearson Edu-
cation. Copyright 1991 by Pearson Education, Inc. Reprinted with permission.



error term, namely number 1. Furthermore, ‘facta VS 1’ instructs MANOVA that special error term
number 1 is to be the error term for Factor A. The output from this syntax is in Fig. 11.3.

There is a significant effect for B/A, F(6, 8) = 12.21, p = .001, which tells you that there is a differ-
ence between the problems used. The F for Factor A, however, is nonsignificant, F(1, 6) = .95, p =
.367, thus, problem type has no effect. It is interesting to note that, if you had used the error term that
ignores the fact that Factor B is nested (namely “WITHIN”), the F for Factor A would have been
11.64 and significant, thus leading to the wrong conclusion. For a more complete discussion of the is-
sues in nested designs, including more complex designs, the reader is referred to Keppel (1982, 1991).

SUBJECTS AS RANDOM FACTORS IN WITHIN-SUBJECTS DESIGNS:
THE ONE-LINE-PER-LEVEL SETUP

It may have occurred to you that, if experimenters should be treated as a random factor, perhaps par-
ticipants should be as well. In fact, analysts virtually always treat participants as randomly chosen
from a potentially infinite population, though this fact was not made explicit earlier in this book. The
fact that participants may truly be considered another factor (always a random factor ) in within-
subjects and mixed designs assumes more importance now as an alternative data setup and syntax are
presented. This alternative setup and syntax is always available. In most applications, however, it is
slightly more difficult to program, and is therefore a slightly inferior alternative to the methods taught
in previous chapters. There is one (relatively uncommon) instance, however, in which it produces a re-
sult that is not available by the standard method, namely, for the varying covariate with more than
two levels ANCOVA situation, described in chapter 10. Before explicating this situation, the simplest
within-subjects situation, the one-factor within-subjects design, is explained.

The One-Factor Within-Subjects Design

The one-factor within-subjects design was considered in chapter 6. The data set example used there
is reprinted in Fig. 11.4.

In chapter 6, these data might have been read into SPSS with a “DATA LIST” command that
had the three scores for each participant on the same data line, for example:
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FIG. 11.3. Output for the main effects of Factors A and B in a nested design.

FIG. 11.4. Data from the one-factor within-subjects ANOVA from chapter 6 (identical to Fig. 6.1).



DATA LIST /a1 1-2 a2 3-4 a3 5-6.

Such a setup is called the one-line-per-subject setup. However, the layout in Fig. 11.4 suggests
that each of the data points could be alternatively regarded as the entry of a cell in a two-factor de-
sign, in which one factor is ‘condition’ and the other is ‘subject’, which, of course, is treated as a ran-
dom factor. This implies the following alternative “DATA LIST” statement:

DATA LIST /dv 1-2 facta 3 subj 4.

This setup is the one-line-per-level setup, where each line of data contains the data for one partici-
pant (i.e., subject) for one level of the within-subjects factor. Figures 11.5 and 11.6 show how each of
the two different setups would look in the Data Editor window of SPSS for Windows.
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FIG. 11.5. The regular one-line-per-subject setup for the data in Fig. 11.4.

FIG. 11.6. The alternative one-line-per-level setup for the data in Fig. 11.4.



Note that Fig. 11.6 contains, in column 1, all the data from the three columns of Fig. 11.5. The
remaining two columns describe which level of ‘facta’ and which ‘subject’ the data come from, re-
spectively.

It should be noted parenthetically that, if you already have the data entered in one setup, you do
not necessarily have to completely retype it to get it into the other, at least through Windows.
Rather, Windows’ cut-and-paste capabilities can be used. First, highlight all the cells in the second
column with your left mouse button held down. Then, while leaving the cursor in the blackened
area, right click, then left click Cut as seen in Fig. 11.7.

All the data from column 2 will disappear. Then move your cursor to the first blank cell in col-
umn 1, then right click and hit Paste as seen in Fig. 11.8.
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FIG. 11.7. An example of how to cut data in PAC.

FIG. 11.8. Pasting the cut data into another column.



The result is in Fig. 11.9.

Continue in this fashion until all the data are moved to column 1. Rename all columns as needed
on Variable View and type in the level numbers and subject numbers in columns 2 and 3, which can
generally be done rapidly.

Keppel (1991, p. 346) showed the actual ANOVA summary table for the one-factor within-
subjects design to contain the following entries (with names changed to reflect the current nomencla-
ture):

Source
FACTA
SUBJ
FACTA × SUBJ

Assuming that ‘SUBJ’ is a random factor and ‘FACTA’ is fixed, ‘FACTA × SUBJ’ is the error
term for ‘FACTA’. This can be programmed in the one-line-per-level setup, using the “DESIGN”
subcommand to indicate error terms as earlier, seen in Fig. 11.10.

The output is in Fig. 11.11.
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FIG. 11.9. The result of cutting and pasting the data.

FIG. 11.10. Syntax commands for a one-line-per-level setup for a one-factor within-subjects ANOVA.



Despite the “WARNING” and the odd-looking printout, these results suggest the identical nu-
merator and denominator mean square and degrees of freedom values, F value, and significance
level as the more standard analysis in Fig. 6.3.

Two-Factor Mixed Design

Similarly, consider the two-factor mixed design of Fig. 8.1, discussed previously in chapter 8 and re-
printed here in Fig. 11.12.

Keppel (1991) suggested that this design may be alternatively conceived as a three-factor design,
with the factors being Factor A, Factor B, and Subject. The latter is to be regarded as a random fac-
tor, the former two as fixed. Keppel pointed out that, when conceived this way, the ANOVA source
column would look as follows (see Keppel, p. 371):

Source
FACTA
SUBJ/FACTA
FACTB
FACTA × FACTB
FACTB × SUBJ/FACTA

In this layout, ‘SUBJ/FACTA’ (the slash means “within”) is the error term for Factor A, whereas
‘FACTB × SUBJ/FACTA’ is the error term for both Factor B and the Factor A × Factor B interac-
tion. This suggests that, if the data from Fig. 11.12 were entered in the alternate one-line-per-level
setup (see Fig. 11.13), the syntax would be as in Fig. 11.14.
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FIG. 11.11. Output for a one-line-per-level setup for a one-factor within-subjects ANOVA.

FIG. 11.12. Data from the one between-, one within-factor ANOVA from chapter 8 (identical to Fig. 8.1).



This syntax informs MANOVA that the Factor A effect is to be tested against error term num-
ber 1, which is ‘subj WITHIN facta’, whereas the Factor B effect and the interaction should both be
tested against special error term 2, which is ‘factb BY subj WITHIN facta’. The results, in Fig. 11.15,
are far different in format, but identical in numeric value to the regular setup and syntax, which were
presented previously in Fig. 8.3.
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FIG. 11.13. The alternative, one-line-per-level setup for the data in Fig. 11.12.

FIG. 11.14. Syntax commands for two-factor mixed design in one-line-per-level setup.



USING ONE-LINE-PER-LEVEL SETUP TO GET VALUES
TO MANUALLY COMPUTE ADJUSTED MEANS IN VARYING
COVARIATE WITHIN-SUBJECTS ANCOVA

So far, the one-line-per-level setup has been shown to be simply an alternative method of dealing
with within-subjects factors, but probably a less desirable method, because it is a bit more difficult.
The real advantage of the one-line-per-level setup occurs when using ANCOVA to analyze a within-
subjects factor with more than two levels with a varying covariate. In ANCOVA, as chapter 10 ex-
plained, it is commonly desirable to get adjusted means. However, in the case of designs with within-
subjects factors, the “PMEANS” subcommand, which will yield adjusted means in between-subjects
situations, does not give accurate results. In that instance, manual calculations need to be completed
with the results MANOVA provides. In designs in which the within-subjects factor has only two lev-
els, MANOVA prints out BWS, a parameter necessary for the manual calculations. However, in de-
signs in which the within-subjects factor has more than two levels, MANOVA in its normal one-line-
per-subject mode will not print out this value. However, in the one-line-per-level setup, MANOVA
will print out the value of BWS, which may in turn be used in the manual calculations of adjusted
means.

For example, presented in Fig. 11.16 is a data set (modified by adding to the data on p. 833 of
Winer et al., 1991 a third level of the within subjects and its accompanying covariate) in the one-line-
per-subject setup.

Note that there are three levels of the within-subjects factor ‘factb’ (dv1, dv2, dv3), each with a
varying covariate (cv1, cv2, cv3), and three levels of Factor A, a between-subjects factor. The syntax
in Fig. 11.17 would analyze the design as specified in chapter 10.
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FIG. 11.15. Output for two-factor mixed design in one-line-per-level setup.

FIG. 11.16. Data in a one-line-per-subject setup for an ANCOVA with a varying covariate in which the
within-subjects factor has more than two levels. From Statistical Principles in Experiment Design (3rd ed., p.
833), by B. J. Winer, D. R. Brown, and K. M. Michels, 1991, New York: McGraw-Hill. Copyright 1991 by
McGraw-Hill. Adapated with permission.



This would yield the “B” coefficient for between subjects, BBS, but not the “B” coefficient for
within subjects, BWS; both are necessary to compute the adjusted means. However, the alternate one-
line-per-level setup for the preceding data, shown in Fig. 11.18, can get both “B” coefficients.

The syntax for such an analysis is in Fig. 11.19.
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FIG. 11.17. Syntax commands for a one-line-per-subject setup for an ANCOVA with a varying covariate
in which the within-subjects factor has more than two levels.

FIG. 11.18. Data from Fig. 11.16 in a one-line-per-level setup for an ANCOVA with a varying covariate
in which the within-subjects factor has more than two levels.

FIG. 11.19. Syntax commands for the one-line-per-level setup for an ANCOVA with a varying covariate
in which the within-subjects factor has more than two levels.



Note that the syntax looks very similar to that of Fig. 11.14. The primary difference (besides the
different number of levels) is the inclusion of ‘WITH cv’ on line 1 and the inclusion of “CON-
STANT” on the “OMEANS” subcommand in line 2. Recalling that the formula for the adjusted
means is

YAB
′ = Y B X X B X XAB BS A T WS AB A− − − −( ) ( )

the “CONSTANT” specification causes MANOVA to print out X T. In Fig. 11.20 is the printout, ed-
ited to retain only the results of interest here.

Based on the printout, you find that BBS = .76143 (listed as the “B” in the “Error 1 error term”
section) and BWS = .54280 (listed as the “B” in the “Error 2 error term” section). You also obtain the
cell means for the dependent variable and cell and marginal means for the covariate (see Table 11.1).
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FIG. 11.20. Output for the one-line-per-level setup for an ANCOVA with a varying covariate in which the
within-subjects factor has more than two levels.



The adjusted cell means, with the adjusted marginal means (computed as the average of the rele-
vant adjusted cell means) are in Table 11.2. For example, the upper left cell can be found by:

YAB
′ = Y B X X B X XAB BS A T WS AB A− − − −( ) ( )

= 11.667 – .76143(7 – 6.926) – .5428(6.333 – 7) = 11.973.

PAC

Designs with random factors, including nested designs, are run from the General Linear Model–
Univariate menu (see Fig. 3.15). For a random, non-nested factor it is necessary to do two computer
runs to get the correct significance tests for all the effects. Using the data that generated Fig. 11.1
(where FACTA is fixed and FACTB is random), to get the correct results for Factor A and the inter-
action, after sending FACTA to the Fixed factor(s) box and FACTB to the Random factor(s) box,
click Ok. You will see that the F for FACTA is .595 and the F for the interaction is 1.921 (the same
results you obtained in Fig. 11.1). To obtain the correct results for Factor B (if you need it, since this
effect is usually not of interest), rerun the analysis, but specify both factors as fixed. The F’s for
FACTB (1.666) and the interaction (1.921) are correct.

For a nested factors design, send the nested factor to the Random factor(s) box (here Factor B is
nested in Factor A). In order to obtain the correct significance tests, you have to tell SPSS which ef-
fects are in the design. To do this, in the Univariate screen (seen in Fig. 3.15), click on the Model but-
ton at the top right-hand corner. A screen like the one in Fig. 11.21 will pop up.
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TABLE 11.1
Means for the Dependent Variable and Covariate

Dependent Variable Covariate

b1 b2 b3 b1 b2 b3 Average

facta1 11.667 18.000 6.000 6.333 9.000 5.667 7.000
facta2 9.000 10.667 12.333 6.667 6.333 5.333 6.111
facta3 13.000 16.667 6.667 8.000 8.667 6.333 7.667
Average 6.926

TABLE 11.2
Adjusted Means Hand Calculated for an ANCOVA Using the One-Line-per-Level Setup

b1 b2 b3 Average

facta1 11.973 16.858 6.667 11.833
facta2 9.319 11.167 13.376 11.287
facta3 12.255 15.560 6.827 11.547
Average 11.182 14.528 8.957 11.556



When the screen pops up, the Full factorial button will be highlighted. For nested designs like
Fig. 11.2, change that to Custom.

By default, the Factor A, Factor B, and interaction effects are included and, because you do not
want the Factor B effect, you need to tell this to SPSS. To do this, highlight the ‘facta’ and send it
over to the Model box. You also want the ‘B/A’ effect, which SPSS will by default label as the
‘facta*factb’ effect in the output; to obtain it, highlight ‘facta’ and ‘factb’ together (highlight ‘facta’
and, while holding down the Shift key, select ‘factb’). Your box should look like the one in Fig.
11.22.

You can now hit Continue and then OK. As long as you have specified the correct model, SPSS
automatically uses the correct error term. If you had hit the Paste button before running, you would
see that the “DESIGN” specification was ‘DESIGN = facta, facta*factb’. To increase the readabil-
ity of the output, you could also rewrite the pasted “DESIGN” statement so that it reads ‘DESIGN
= facta, factb(facta)’, which would make it more clear that Factor B is nested within Factor A. For
more complex designs, there is some doubt as to whether GLM produces the correct results, so cau-
tion is advised. Do not attempt within-subjects designs in which the within-subjects factor is random
from PAC GLM.
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FIG. 11.21. Dialogue box to change from Full factorial to Custom error term.

FIG. 11.22. Dialogue box with the Custom model set.



In all of the previous chapters in this book, the examples involved only a single dependent variable.
In this chapter, analyses that have more than one dependent variable are considered; such analyses
are termed multivariate, whereas tests involving but a single dependent variable will here be called
univariate. An analysis is only considered multivariate when multiple dependent variables are ana-
lyzed simultaneously. Although it is possible to analyze the multiple dependent variables
univariately, that is, one at a time (say, with multiple sets of “MANOVA” commands), it is far more
efficient to analyze all the dependent variables multivariately, that is, all at once. Doing this allows
you to test with a single test (the multivariate ANOVA or MANOVA), whether the groups differ on
the entire set of dependent variables taken together. Fortunately, MANOVA and GLM also auto-
matically provide each of the univariate tests as well, the ones evaluating whether each specific de-
pendent variable is significant.

Besides being more efficient, there is a more important reason to test all the dependent variables
simultaneously. Conducting only the univariate tests could result in a large number of tests, which in
turn leads to the possibility of alpha inflation, discussed initially in chapter 3. In essence, with a large
number of tests, the chance that any one (or more) of them is significant by chance alone is higher
than the alpha you set and desire. The solution for the multiple dependent variables case is to con-
duct only one test (at least, initially), a multivariate one that tests all the dependent variables at once.
The multivariate analysis of variance takes into account not only how many dependent variables
you are testing simultaneously (the more dependent variables, the greater the tendency for alpha in-
flation, so the greater correction MANOVA provides), but also how correlated the various depend-
ent variables are in the analysis (the more uncorrelated the dependent variables are, the greater the
chance for alpha inflation, so MANOVA again provides more correction). The present chapter also
includes the method of analyzing within-subject designs with multiple dependent variables. Within-
subjects designs with multiple dependent variables are commonly called doubly multivariate designs.

BASIC ANALYSIS OF VARIANCE COMMANDS

Figure 12.1 shows the data for an example of a multivariate design for a study with three different
measures of aggression (‘dep1’, ‘dep2’, and ‘dep3’), looking at differences across first-, third-, and
fifth-grade children (thus there are three dependent variables and one between-subjects factor with
three levels).

12 Multivariate Analysis of Variance:
Designs With Multiple Dependent
Variables Tested Simultaneously
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The syntax, presented in Fig. 12.2, is followed by an explanation of the function of the different
commands in the program.

The main command for the multivariate ANOVA appears similar to that for a mixed design.
Start with the “MANOVA” command and follow it with the names of each of the dependent vari-
ables, which are followed in turn by the keyword “BY” and then by the between-subjects factors. In
this case, there are three dependent variables, so there are three scores named on the “MANOVA”
command. The difference between a multivariate and mixed design is that, in a basic multivariate de-
sign, there is no “WSFACTORS” subcommand. As in other designs, line 2 requests the observed
means and in lines 3 and 4 effect size and power analyses have been requested, as has a test of homo-
geneity of variance. Two new keywords also appear on line 4, namely “CELLINFO(COR)” and
“ERROR(COR)”, whose output will be explained later. Line 5 is optional because it is the default.
The output from this analysis is in Fig. 12.3.
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FIG. 12.1. Data for a multivariate analysis of variance with three dependent viarables (Dep) and one
three-level between-subjects factor.

FIG. 12.2. Syntax commands to conduct a multivariate ANOVA.

FIG. 12.3. (Continues)
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FIG. 12.3. (Continues)



The means, standard deviations, and Ns for each dependent variable are printed out first for
each level of Factor A, in response to the “OMEANS” subcommand. This is followed by the output
called for by the “HOMO” specification. In true MANOVA cases (i.e., those in which multiple de-
pendent variables are named on the main command), the keyword “HOMO” without any specifica-
tions will automatically generate both the univariate and the multivariate tests of this assumption.
The univariate tests were described in chapter 3; there will be one test for each dependent variable. It
is generally desirable that these tests be nonsignificant. In this case, all three tests are nonsignificant,
with p values of .985, .887, and .883 (by the Bartlett-Box criterion), all comfortably above .05. Next
comes the printout that culminates in the multivariate test of homogeneity. This multivariate analog
of the univariate test evaluates the equivalence or homogeneity of the variance-covariance matrices
over the three cells.

To show what this test is evaluating, the optional “CELLINFO” keyword is included. Although
the variance-covariance matrices themselves were not requested (you would add “COV” to the spec-
ification for “CELLINFO” in line 4 to obtain these), the closely related (and perhaps more inter-
pretable) correlation matrixes were requested (with the “CELLINFO” specification “COR”). For
cell 1 (i.e., Group 1, first graders), for example, the correlation between “DEP1” and “DEP2” is
.749; for cell 2, the same correlation is .944; for cell 3, it is .513. Along the diagonals of each matrix
are the cells’ standard deviations for that dependent variable. For example, in cell 2, the standard de-
viation for “DEP2” is .957; this value was also displayed in the earlier means printout. Immediately
after the correlation matrix printout is the “Determinant of the Covariance matrix” and the “LOG”
of that determinant; these values are not informative by themselves, but are used for the multivariate
homogeneity test. Then you get the “Determinant of the pooled Covariance matrix” and its “LOG”
(also used for the multivariate test) and, finally, the test itself, the Box’s M test, which evaluates
whether these three matrices (more accurately, the three variance-covariance matrices to which the
correlation matrices are closely related) are similar versus significantly different from one another
(i.e., homogeneous vs. heterogeneous). The larger the value of Box’s M, the more heterogeneity that
is present. Box’s M may be tested either with an F or a chi-square statistic. Fortunately, they come
out nearly identical, with both p values near .92, nonsignificant, which is desirable and suggests that
the multivariate homogeneity assumption is likely not violated, so that the main test may proceed.

Next comes the “WITHIN CELLS”, or pooled or error, correlation matrix, obtained because of
the “PRINT” request “ERROR(COR)”. This matrix shows how the dependent variables inter-
correlate on average over the three cells. For example, the pooled (over the three cells) correlation of
“DEP1” with “DEP2” is .714. The next segment of printout (which was omitted here) presents the
test of sphericity, which is unimportant in true multivariate situations and should be ignored (it is
important in within-subjects designs, as was discussed in chap. 6).

Next come the main tests of whether the means of the three groups are significantly different.
First come the multivariate F tests. Here you are testing whether there is a significant effect of Factor
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FIG. 12.3. Output from a multivariate ANOVA.



A across the set of the dependent variables. The four multivariate tests reported (i.e., Pillai’s,
Hotelling’s, Wilks’, and Roy’s) each approach the analysis from somewhat different perspectives,
but in most cases will give similar answers. You can see that, by all of the tests, the multivariate test is
significant (all p values are near .007). Most APA journals will accept any one of the variants. If you
were choosing to report the Hotelling’s criterion, for example, the language might be: “The multi-
variate test is significant by Hotelling’s criterion, F(6, 12) = 5.41, p = .006”. APA (2001) also sug-
gested reporting the variance-covariance matrix along with the cell means and Ns. The multivariate
effect size and power statistics are given in the next portion of the printout.

After the multivariate tests come the univariate tests, that is, the tests of whether there is an ef-
fect of Factor A on each dependent variable taken one at a time. Although the format of output is
slightly different from what was described in earlier chapters, these tests come out identically to what
you would have obtained if that dependent variable was the only one named on the “MANOVA”
command. For example, for “DEP2”, the effect of Factor A is significant, F(2, 9) = 12.73, p =.002.
Finally, you also obtain the univariate (i.e., one dependent variable at a time) effect size and power
values, in response to the “POWER” and “PRINT=SIGNIF(EFSIZE)” specifications.

One common convention when there are multiple dependent variables is to examine the multi-
variate test first. If and only if this test is significant do you have permission to examine the
univariate results. It is not uncommon for one or more univariate results to be significant while the
multivariate test is not. According to the preceding convention, the univariate results in this instance
should be ignored and not reported. Once you have a significant multivariate effect, however, exam-
ination of which dependent variables discriminate between the groups is permitted.

MANOVA contains a number of easily obtained optional coefficients that aid the advanced
user in understanding the relationship between the factors and the set of dependent variables.1

Probing of this multivariate effect can be across groups or across variables. There is no agreed-upon
order with respect to whether you should examine first which variables all the groups differ on (i.e.,
the univariate tests) versus which groups differ on the set of variables (i.e., multivariate planned con-
trasts), so your next step should depend on your theoretical question. If you are looking across vari-
ables, you simply report which univariate tests from the main analysis are significant (see Fig. 12.3).
An alternative is to examine across groups rather than by variables. Thus, you can ask how the
groups differ in multivariate space (i.e., on the set of variables). In other words, you could perform
multivariate planned contrasts.

MULTIVARIATE PLANNED CONTRASTS AND POST HOCS

All of the syntax learned in previous chapters to test planned contrasts or post hocs generalizes to
the multivariate design. For example, if you are interested in the difference between the first and
third levels of Factor A in multivariate space, the syntax would be as follows:

MANOVA dep1 dep2 dep3 BY facta(1,3)
/CONTRAST(facta)=SPECIAL(1 1 1, 1 0 −1, 1 −2 1)
/DESIGN=facta(1), facta(2).

If you only wanted to answer the question of whether there is a difference between the first and
third levels of Factor A for the first dependent variable, you would simply ignore the multivariate
output from the preceding syntax and look at the univariate output for “DEP1”. You could even
suppress all the multivariate output with the following subcommand:

/NOPRINT=SIGNIF(MULTIV)
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1
1These include Dimension Reduction Analysis and the Roy-Bargman Stepdown Fs—obtain both, for example, with

“PRINT=SIGNIF(DIMENR STEPDOWN)”)—or the various discriminant printouts—both raw and standardized can be
obtained with “DISCRIM(RAW, STAN)”, for example. Explanation of the meaning of these coefficients and how they may
be used in interpretation of multivariate ANOVA is beyond the scope of this book, but consult Harris (2001), Stevens (2002),
or Tabachnik and Fidell (2000), for example, for further information.



One caveat in reading the output is to always make sure you are reading the F tests for the effect
of interest (SPSS sometimes provides the output for the second contrast before the first).

EXTENSION TO FACTORIAL BETWEEN-SUBJECTS DESIGNS

All of the previous syntax can be expanded to designs that include more than one between-subjects
factor by using the syntax appropriate for that design (for example, including more than one factor
name after the “BY”). In a factorial multivariate design you would get multivariate and univariate
tests for each main effect, as well as for each interaction effect. If you requested specialized tests with
“DESIGN” specifications, such as simple interactions or simple simple comparisons, these would
generally emerge in both multivariate and univariate form.

MULTIPLE DEPENDENT VARIABLES IN WITHIN-SUBJECT DESIGNS:
DOUBLY MULTIVARIATE DESIGNS

A design with both multiple dependent variables and within-subjects factors is said to be doubly
multivariate. An example of such a design would be if the researchers discussed earlier collected two
of the aggression measures used earlier (i.e., dep1 and dep2), at three times, for example, at the be-
ginning, middle, and end of the school year. Thus, they would have two aggression measures at Time
1, two aggression measures at Time 2, and two aggression measures at Time 3. To distinguish which
time the dependent variable is measured at, you need to lengthen the variable names so that they si-
multaneously reflect which dependent variable it is and when it is measured. Thus, for example,
‘dep2t3’ refers to dependent variable number 2, measured at Time 3. Note that this means there are
six different variables to be named on the “MANOVA” command before the “BY” (two dependent
variables times three measurement points or levels of the within-subjects factor). For the example,
assume there is still one between-subjects factor of grade level (first, third, or fifth). The question of
interest now becomes whether the groups differ over time on the set of dependent variables. Hypo-
thetical data for such a problem are in Fig. 12.4 and the syntax is in Fig. 12.5.
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FIG. 12.4. Data for a doubly multivariate ANOVA.



On line 1, all of the names of the first dependent variable should be listed first, the second de-
pendent variable next, and so on, before the “BY”. On line 2, the name of the within-subjects factor
is given; here it is called ‘factb’ and you tell MANOVA that there are three levels (each person is
measured at the beginning, middle, and end of the school year). You could have multiple within-
subjects factors, as well as multiple between-subjects factors. Line 3 is optional. In line 4, a new
subcommand, “MEASURES”, is introduced. In this subcommand, you are specifying that you have
two distinct true dependent variables or measures, to which you are assigning the names ‘dep1’ and
‘dep2’, respectively (as always, these names should be chosen so as to be mnemonic). In line 5, you
are requesting both the univariate or measure-by-measure printout (“UNIV”), as well as the
univariate or averaged F approach (“AVERF”) to testing the within-subjects factor (see chap. 6). As
you will observe, without additional specification, MANOVA will also conduct the doubly
multivariate tests. However, it does not readily simultaneously provide separate tests for each de-
pendent variable of main effects or interactions of the within-subjects factor using the multivariate
approach. To obtain these tests, it is easiest to simply write additional “MANOVA” commands with
just one set of the dependent variables, leaving off the other set(s).

The doubly multivariate significance test output produced by the preceding syntax is in Fig.
12.6. Because the printout is complicated, its various sections are identified by a boxed number for
ease of reference. Although homogeneity of variance tests were not requested here, they should be
an important first step in identifying problems. To obtain sphericity tests, it would be necessary to
run a “MANOVA” on one set of dependent variables at a time.
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FIG. 12.5. Syntax commands to conduct a doubly multivariate ANOVA.

FIG. 12.6. (Continues)
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FIG. 12.6. Output for a doubly multivariate ANOVA.



The multivariate between-subjects effect (for “FACTA”) is first in box 1, showing that
“FACTA” (the between-subjects factor) has a significant multivariate main effect by Hotelling’s cri-
terion, F(4, 14) = 5.45, p = .007. Because this effect is significant, most analysts would be interested
in the univariate Factor A main effects for the individual dependent variables, which come next, in
box 2 (as a result of the “UNIV” specification). Because of a programming quirk, MANOVA does
not label them by their assigned names in this portion of printout, instead calling them “T1” (for
“DEP1”) and “T4” (for “DEP2”). As can be seen, “DEP1”, for example, is significant, F(2, 9) =
8.95, p = .007.

Next, in boxes 3 and 4, come sections of output labeled “CONSTANT”, which should be ig-
nored. Four sets of significance tests next evaluate each of the two effects involving the within-
subjects factor, “FACTB”: the “FACTB” main effect and the “FACTA BY FACTB” interaction
(note that they are in the reverse order). In boxes 5 and 7 are the tests that use the multivariate ap-
proach to analyzing the within-subjects factor, as well as being multivariate for multiple dependent
variables, in other words, the doubly multivariate output. In this analysis in box 5, the interaction is
nonsignificant, with Hotelling’s criterion F(8, 10) = .75, p = .651. Box 7 shows that the “FACTB”
main effect is also nonsignificant, F(4, 6) = 1.297, p = .369. In boxes 6 and 8 are univariate printout
using the variables named as “T2,” “T3,” and so on, which can be ignored. Following that, in boxes
9 and 11, are the “AVERAGED Multivariate” F tests (obtained in response to the “AVERF” speci-
fication). The averaged tests are equivalent to using the univariate approach for the within-subjects
factors, which assume sphericity, but are still multivariate for the multiple dependent variables. In
box 9, this singly multivariate output suggests that, by Hotelling’s criterion, the interaction is
nonsignificant, F(8, 32) = 1.47, p = .207, and box 11 shows that the “FACTB” main effect is
nonsignificant as well by Hotelling’s criterion, F(4, 32) = 1.56, p = .208. Thus, even by this less strin-
gent criterion, neither the Factor B main effect nor the interaction effects are multivariately signifi-
cant. Boxes 10 and 12 give the univariate (or averaged) F tests for each dependent variable (now
properly labeled), for the interaction and “FACTB” main effects, respectively. Most analysts would
not even examine these tests, because the multivariate tests were not close to significance by either
the doubly multivariate or the averaged tests approach. Were you to look, the effect that comes clos-
est to significance, for example, is the interaction for “DEP1”, F(4, 18) = 2.15, p = .116.

Contrasts in Doubly Multivariate Designs

Specifying Contrasts on the Between-Subjects Factor

Obtaining contrasts on the between-subjects factor in a doubly multivariate design involves
adding two subcommands to the syntax in Fig. 12.5: (a) a “CONTRAST” subcommand, with the
specification of the type and nature of the contrast desired, for example, “HELMERT”, “SIM-
PLE”, “SPECIAL”, the latter of which also requires a square matrix following; and (b) a
“DESIGN” subcommand, specifying each of the k − 1 contrasts to test, such as ‘facta(1), facta(2)’.
The printout will be an augmented version of Fig. 12.6; for each segment involving “FACTA” in
Fig. 12.6, there will be k − 1 analogous segments in the augmented version, one for each contrast.
For example, the “AVERAGED Multivariate Test” for “FACTA BY FACTB” in Fig. 12.6 (box 9)
will have k − 1 corresponding counterparts in the augmented printout, one for “FACTA(1) BY
FACTB”, another for “FACTA(2) BY FACTB”, and so on.

Specifying Contrasts on the Within-Subjects Factor

MANOVA can also provide tests for one or more within-subjects factors contrasts in the dou-
bly multivariate design, although its labels for the contrasts on the output are very confusing. Ac-
cordingly, it is recommend that the “TRANSFORM/RENAME” method always be used for
doubly multivariate designs, whether or not the contrasts are orthogonal. An example is in Fig.
12.7.
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In lines 3 through 8, the “TRANSFORM” subcommand appears. Because there are six vari-
ables to be analyzed (three levels of the within-subjects factor times two true dependent variables),
six rows and columns need to be specified. The first row contains all ones for the first dependent
variable and all zeroes for the second (i.e., the first three vs. the last three named). The first contrast
is defined in the second row, which compares the first and third levels of the within-subjects factor to
the second, but only for the first dependent variable. The second contrast on the within-subjects fac-
tor is next in the third row, contrasting the first and third levels, again only for the first dependent
variable. Rows 4 through 6 repeat each of the preceding contrasts for the second dependent variable
(i.e., giving zeroes for the first dependent variable in each case). Lines 9 and 10 “RENAME” the six
previous transformed variables for easy recognition in the printout. For example, the third trans-
formed variable (on line 5) is renamed ‘b1vb3dv1’, mnemonic for Factor B Level 1 versus Level 3, on
Dependent Variable 1. (Note that, for the first contrast, the eight-letter variable name restriction
forced elimination of the ‘v’ in ‘dv’). The first and fourth transformed variable names refer to lines 3
and 6, respectively, the row of ones for the respective dependent variables. These are “RENAME”d
‘amaindv1’ and ‘amaindv2’, respectively (a similar naming convention was introduced in chap. 7,
Fig. 7.13). The function of the remaining lines is explained after the relevant printout produced is
provided in Fig. 12.8.
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FIG. 12.7. Syntax commands to conduct within-subjects contrasts in a doubly multivariate ANOVA.
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FIG. 12.8. (Continues)



Lines 11 through 18 produce the multivariate results and lines 19 through 22 the univariate.
Line 11 requests the analysis of only the two Factor A main effect variables together, line 15 requests
the first two contrasts, line 17 the second two contrasts, and line 19 requests all the effects. Only the
multivariate tests will be printed out by the specification on lines 12 and 13. You will keep getting
multivariate output only until that request is altered by lines 20 and 21 (which provide the univariate
effects, which reverse what is to be printed and what printout is to be withheld). The “DESIGN”
subcommand on line 14 indicates that you want tests for both Factor A and the “CONSTANT”, as
originally introduced in chapter 7. This subcommand must be repeated (in lines 16, 18, and 22) to
trigger each of the requested analyses.

To discuss the remaining results, Table 12.1 contains the F values (or “Approx. F” values) and
degrees of freedom for each of the relevant effects extracted from Fig. 12.8.

As requested by the “ANALYSIS” subcommands, the multivariate printout appears first. The
F values given in Table 12.1 are Hotelling’s. The Factor A multivariate main effect comes from the
first analysis requesting analysis of ‘amaindv1’ and ‘amaindv2’, for “EFFECT .. FACTA”. The sec-
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FIG. 12.8. The output for a within-subjects contrast in a doubly multivariate ANOVA.



tion labeled “design 2” contains two multivariate tests relating to Contrast 1 as requested by
‘ANALYSIS=b13vb2d1 b13vb2d2’, both as a main effect (found under “EFFECT .. CON-
STANT”) and as an interaction with Factor A (found under “EFFECT .. FACTA”). Similar print-
out follows in “design 3”, the two multivariate tests relating to Contrast 2 as requested by
‘ANALYSIS=b1vb3d1 b1vb3d2”, both as a main effect (found under “EFFECT .. CONSTANT”)
and as an interaction with Factor A (found under “EFFECT .. FACTA”). Line 19 requests all the
transformed variables to be analyzed and, in combination with lines 20 through 22 alluded to earlier,
results in the remaining portion of printout, listed as “design 4”, from which all the univariate, indi-
vidual dependent variables test data are extracted.

Because the multivariate Factor A effect was significant beyond p < .05, interpretation of the
two Factor A effects for “DEP1” and “DEP2” would be appropriate (and, as indicated in Table
12.1, both are significant). Of the contrasts involving Factor B, however, only the first contrast, and
only as a main effect, approached significance (actually, at the p < .10 level). Thus, it would be ques-
tionable to examine the univariate results for any but the FactB(1) effects in Table 12.1. Thus, the
‘FactA × FactB(2)’ for “DEP1” F value of 3.663, which approaches significance, should probably be
ignored. Because the multivariate effect for ‘FactB(1)’ approaches significance, however, many ana-
lysts might interpret the near-significant univariate F value of 3.440 found for “DEP1”.

PAC

You would access the menu for multivariate tests through Analyze–General Linear Model–Multi-
variate (see Fig. 3.14) and would obtain the screen in Fig. 12.9.
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TABLE 12.1
Relevant F Values and dfs Extracted From the Printout in Fig. 12.8

Multivariate Univariate DEP1 Univariate DEP2

F df F df F df

FactA 5.452* 4,14 8.946* 2,9 6.551* 2,9
FactB(1) 3.346** 2,8 3.440** 1,9 0.353 1,9
FactB(2) 1.061 2,8 0.301 1,9 2.000 1,9
FactA × FactB(1) 0.569 4,14 0.088 2,9 1.147 2,9
FactA × FactB(2) 1.617 4,14 3.663** 2,9 0.500 2,9

*p < .05. **p < .10.

FIG. 12.9. Dialogue box to run a Multivariate ANOVA.



You would send your dependent variables over to the Dependent Variables box and your inde-
pendent variables to the Fixed Factor(s) box. You could also request means, power, and effect sizes
as was done in earlier chapters. Selected output from this analysis is in Fig. 12.10.
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FIG. 12.10. PAC output from a multivariate ANOVA.



The multivariate output is first. You would ignore the output for the intercept and look at the
output for the between-subjects factor, “FACTA”. The only difference between this output and that
from MANOVA concerns Roy’s test. GLM outputs the root rather than the test value outputted in
MANOVA (to convert to the test value take the root and divide by [1 + the root]), however, the F
and p values for Roy’s test are printed out here, thus the test value is not really necessary. The
univariate output follows the multivariate; again, you would ignore everything except for the output
associated with the between-subjects factor(s). The means are presented last. You could request
canned contrasts or post hocs on the between-subjects factor as you did in a simple between-subjects
design. See chapter 13 to conduct user-defined contrasts.

A doubly multivariate design is run from the Analyze–General Linear Model–Repeated Meas-
ures menu (see Fig. 12.11). In addition to defining the within-subjects factor, you need to click on the
Measure button on the right side of the menu so that you will be able to tell SPSS that there are mul-
tiple dependent variables.

Once you click on that, you will obtain the screen seen in Fig. 12.12.

In the preceding example, ‘factb’ was the within-subjects factor; it had three levels and there
were two dependent variables. You would define Factor B just as you did in chapter 6. For each de-
pendent variable, you would name the variable in the Measure Name box and then hit the Add but-
ton. Because you have two dependent variables, here you would do this two times. Figure 12.13
shows how the screen would appear just before you click Add for the second time.
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FIG. 12.11. Dialogue box to define the within-subjects factor for a doubly multivariate ANOVA.

FIG. 12.12. Blank dialogue box after clicking on the Measure button.



After you have finished defining the within-subjects factor(s) and the dependent variables, you
would hit the Define button, which would bring up the next screen, seen in Fig. 12.14.

You can see that in the Within-Subjects Variables window at the right, you will be putting in the
three measurements of Dependent Variable 1 (in order), followed by the three measurements of De-
pendent Variable 2. Doing this would give you the screen seen in Fig. 12.15 (including the between-
subjects factor).
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FIG. 12.13. Dialogue box with the within-subjects factor and dependent variables named.

FIG. 12.14. Dialogue box to set up the doubly multivariate ANOVA.



You can obtain the means, effect sizes, and power as in previous mixed designs. The output
from this analysis is in Fig. 12.16.
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FIG. 12.15. Dialogue box with the doubly multivariate ANOVA set up.

FIG. 12.16. (Continues)



162 12. MULTIVARIATE ANOVA

FIG. 12.16. (Continues)
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FIG. 12.16. (Continues)



First is the multivariate output, which includes the doubly multivariate tests of the “FACTB”
main effect and the interaction. As noted when MANOVA was used (box 1, p. 151), the Factor A
multivariate main effect is clearly significant, by Hotelling’s criterion, F(4, 14) = 5.45, p = .007, per-
mitting examination of each of the two univariate Factor A main effects later. Neither the Factor B
main effect, F(4, 6) = 1.297, p = .369 (box 7 of MANOVA), nor the interaction, F(8, 10) =.75, p =
.651 (cf. box 5 of MANOVA), however, is significant. In view of the doubly multivariate test results,
further exploration of the Factor A main effect is clearly warranted, whereas exploration of the Fac-
tor B effect and the interaction for the two dependent variables may be questionable. Next appears
Mauchly’s sphericity test for the two dependent variables, which, because both are nonsignificant,
suggests that sphericity of the within-subjects factor is a tenable assumption for both “DEP1” and
“DEP2”.
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FIG. 12.16. PAC output for a doubly multivariate design.



Next comes the other tests of the within-subjects factors, the ones that are not doubly
multivariate, but instead use the univariate approach for the within-subjects factor and are singly
multivariate for multiple dependent variables. The output is comparable to that of MANOVA’s la-
beled “AVERAGED Multivariate Tests of Significance” (i.e., boxes 11 and 9). Because the spheric-
ity assumptions appear tenable for both dependent variables, these tests may be preferred to the
doubly multivariate tests discussed earlier. The fact that they use averaged F tests for within-subjects
factors is discussed in footnote e. Even by this less stringent criterion, however, neither the Factor B
nor the interaction effects are multivariately significant, for “FACTB”, F(4, 32) = 1.56, p = .208, and
for the interaction, F(8, 32) = 1.47, p = .207. Note that the preceding F values were according to
Hotelling’s criterion; by Roy’s criterion, p values are closer to .05 (.06–.09). However, footnote c in-
dicates that Roy’s provides a “lower-bound significance level” (i.e., an underestimate). Next comes
the univariate tests, for each of the two dependent variables separately, tested both when sphericity
is assumed and by each of the correction methods. Most analysts would not even examine these
tests, because the multivariate tests were not close to significance by either the doubly multivariate
or the averaged tests approach. If you were to do so, the results disclose that neither dependent vari-
able is significant for either effect, the closest being the interaction effect on “DEP1”, where the p
value is as low as .116 (cf. boxes 10 and 12).

Similar to MANOVA, GLM does not provide the multivariate approach tests of within-
subjects factors on each dependent variable separately within this run. To get them, run a separate
analysis entering only one of the dependent variables. Doing so on “DEP2”, in an analysis not
shown here, would yield a significant interaction by Roy’s criterion, F(2, 9) = 3.929, p = .059. The
printout next gives individual dependent results for the between-subjects factor, “FACTA”. These
would be defensible to examine and interpret, because the multivariate test main effect reviewed ear-
lier was significant. The printout reveals that there was a significant “FACTA” main effect on both
“DEP1”, F(2, 9) = 8.95, p = .007, and “DEP2”, F(2, 9) = 6.55, p = .018 (cf. box 2). Finally, all the
marginal and cell means (which cannot all be obtained in MANOVA) are provided to help identify
where the differences reside.
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Although PAC versions of analyses have been described at the end of most previous chapters, it was
noted in each case that many of the more complicated analyses (e.g., simple effects, interaction con-
trasts) were not available from the PAC menus and that syntax was necessary. For between-subjects
designs, instead of using the program MANOVA, the PAC version of SPSS produces syntax for a
procedure called UNIANOVA (univariate analysis of variance). For within-subjects designs, PAC
produces syntax for a very similar procedure called GLM (general linear model). Although the syn-
tax for both is fairly similar to MANOVA, there are some important differences that are detailed in
this chapter. In writing this book, it was assumed that most users will probably prefer to use
UNIANOVA and GLM entirely for their PAC capabilities and, for the more complicated analyses
requiring syntax, would use MANOVA. Some users, however, may wish to stick to GLM or
UNIANOVA throughout, clicking where possible, writing syntax otherwise. This chapter is in-
tended for those users wishing to understand the GLM and UNIANOVA syntax necessary for these
more complicated analyses. The chapter begins with the simplest syntax.

ONE-FACTOR BETWEEN-SUBJECTS ANOVA

Basic Commands

If you followed the click sequence described in chapter 3 in Figs. 3.15, 3.16, and 3.19 and then
clicked Paste, the syntax produced would be as follows:

1. UNIANOVA
2. dv BY facta
3. /METHOD=SSTYPE(3)
4. /INTERCEPT=INCLUDE
5. /EMMEANS=TABLES(facta)
6. /PRINT=ETASQ OPOWER
7. /CRITERIA=ALPHA(.05)
8. /DESIGN=facta.

After eliminating the preceding commands that are defaults, and thus unnecessary (i.e., lines
3, 4, 7, and 8), you would be left with the shorter program in Fig. 13.1. In line 1, it can be seen that
the main command of “UNIANOVA” is almost identical to that for “MANOVA” (i.e., after the
command name, specify the name of the dependent variable, then the keyword “BY”, then the
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name of the grouping or between-subjects variable), except that in UNIANOVA you do not spec-
ify the number of levels for the between-subjects factor(s). Line 2 produces the group means (simi-
lar to the “OMEANS” subcommand in MANOVA, but here they are called estimated marginal
means) and in line 3, effect size and power are requested. For this basic analysis, it is easiest simply
to use the PAC menu and click on the appropriate options, as discussed in chapter 3. The output
produced is in Fig. 13.2.

In addition to the effect for Factor A (labeled “FACTA”), you also obtain the corrected model
and intercept effects because the program is conducting the analysis under a general linear model
framework and provides output similar to that obtained from a regression analysis. You can simply
concentrate on whether your effect is significant; identical to what you found in chapter 3, the over-
all F(2, 12) of 6.44 is statistically significant (p = .013). Notice that the “Tests of Between-Subjects
Effects” table also contains the partial eta squared and the observed power (in response to line 3).

ONE-FACTOR BETWEEN-SUBJECTS ANOVA 167

FIG. 13.1. Syntax commands to conduct a one-factor between-subjects ANOVA using UNIANOVA.

FIG. 13.2. Output for a one-factor between-subjects ANOVA in UNIANOVA.



Additionally, the group means are printed out (in response to line 2) in a table labeled “Estimated
Marginal Means”.

Contrasts

An easy way to prepare to run a planned contrast (or any other analysis in this chapter using
UNIANOVA or GLM syntax) is to begin in the PAC menu, selecting all of the variables and op-
tions you want and then hitting Paste to paste the desired syntax into a new syntax window. You can
then just start typing your additional syntax after the last line (remember to delete the period and
place it after the last line you type in).

There are two different ways to obtain contrasts in UNIANOVA. First, you can use the “CON-
TRAST” method: Any of the canned contrasts (e.g., “SIMPLE”, “REPEATED”, “HELMERT”,
“DIFFERENCE”, “POLYNOMIAL”) are available from PAC (see Fig. 3.18). The syntax these
clicks produce for contrasts is otherwise identical to that described in previous chapters (e.g., ‘CON-
TRAST(facta)=HELMERT’). However, you should note that, in this method, you will not be pro-
vided with F tests for individual contrasts if you run more than one contrast at a time. For example,
if you ran a set of “SIMPLE” contrasts on Factor A, you would get the “Contrast Results (K Ma-
trix)” (see Fig. 13.3) for each contrast, including the significance level of each, but the F test provided
below that (in a table labeled “Test Results” in Fig. 13.3) would be for the entire set of contrasts,
rather than each individual one. Thus, you would know whether the individual contrast was signifi-
cant, but would not be given an F value for that contrast. Instead, the F value would need to be man-
ually computed (as described later) from the results provided.
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FIG. 13.3. Output for a set of SIMPLE contrasts in UNIANOVA.



Alternatively, you could specify user-defined contrasts using the keyword “SPECIAL”. The
“SPECIAL” contrast is not available from PAC, as noted in chapter 3, and requires writing syntax.
Unlike in MANOVA however, you can simply specify the contrast you are interested in and it is not
necessary to include the contrast of all ones or k − 1 contrasts. In order to obtain the F test for each
contrast, however, you must specify each one on its own “CONTRAST” subcommand.

The second method of specifying contrasts in which you would obtain the F values for each con-
trast is to use the “LMATRIX” subcommand, which is also not available from PAC. “LMATRIX”
is the name of the matrix of contrast weights in UNIANOVA. The specification is, for example:

/LMATRIX ‘a2 vs. a3’ facta 0 1 −1

After the subcommand “LMATRIX”, you can optionally specify a label for the contrast that will be
included on the printout by enclosing it in single or double quotation marks. After the label, specify
the name of the factor that the contrasts are on, followed by the weights for that specific contrast.
Like in the “SPECIAL” method for UNIANOVA, in the “LMATRIX” method, it is not necessary
to include the contrast of all ones or k − 1 contrasts. Figure 13.4 shows the output for the following
set of two “LMATRIX” subcommands if they had been included after the “UNIANOVA” com-
mand in line 1 of Fig. 13.1:

/LMATRIX ‘a1 + a2 vs. a3’ facta 1 1 −2
/LMATRIX ‘a1 vs. a2’ facta 1 −1 0

ONE-FACTOR BETWEEN-SUBJECTS ANOVA 169

FIG. 13.4. (Continues)



The first table (labeled “Custom Hypothesis Tests Index”) reviews the contrasts requested. Next
come the results for each contrast specified, labeled as “Custom Hypothesis Test # . . .”. For each,
you will first see a table labeled “Contrast Results (K Matrix)” then one labeled “Test Results”. The
latter provides the F test and you can see that the results obtained are identical to those from chapter
3. The former table gives an analogous result, but in a different way. In the top row it gives the “Con-
trast Estimate”, which is identical to the $Ψ described in chapter 3, the sum of each group mean mul-
tiplied by its appropriate contrast weight. Because the weights in Contrast 1 were 1 1 −2 and
the group means were 6.4, 12.6, and 6.6, respectively, the contrast estimate is 1(6.4) + (1)(12.6) +
(−2)(6.6) = 5.8. Note that the “Sig” is the same as the “Sig” of the F test in the subsequent table (in
this case, .114). To manually calculate the F value from the “Contrast Results Table”, divide the
“Contrast Estimate” by the “Std. Error”, and square the result (in this case, [5.8/3.4]2 = 2.91). Be-
cause you are calculating an F value, you ignore the sign. Finally, the table also includes the 95%
confidence interval around the contrast estimate, in this example, from −1.608 to 13.208 (the same as
in Fig. 3.5).

An interesting feature of the “LMATRIX” subcommand is that it permits fractional weights,
thus:

/LMATRIX ‘a1 vs. a2+a3’ facta 1/2 1/2 −1

is permissible and gives the same general result as:

/LMATRIX ‘a1 + a2 vs. a3’ facta 1 1 −2

except that the “Contrast Estimate” and the “Std Error” in the first is half that of the second and the
confidence limits are similarly adjusted.

170 13. GLM AND UNIANOVA SYNTAX

FIG. 13.4. Output for main effect contrasts using the LMATRIX subcommand in UNIANOVA.



Post Hoc Tests

Post hoc tests are also available in UNIANOVA and were described in chapter 3 (see Fig. 3.17). It
was noted there that post hoc test results were far more easily obtained with PAC GLM or
UNIANOVA than with syntax-driven MANOVA. The syntax produced by PAC requesting SNK
and Tukey tests, for example, is:

/POSTHOC = facta (SNK TUKEY )

The “Homogeneous Subsets” output this subcommand produces was described in Fig. 3.19.

TWO-FACTOR BETWEEN-SUBJECTS ANOVA

Similar to adding between-subjects factors in MANOVA, specifying two factors in PAC and re-
questing all the means (then eliminating the default syntax) would produce the UNIANOVA syntax
seen in Fig. 13.5 for the variables from chapter 4.

Note that three separate “EMMEANS” subcommands are necessary, one for each main effect,
as well as one for the interaction effect. This differs from the otherwise similar “OMEANS”
subcommand (see line 2 in Fig. 4.2).

Unequal N

By default, GLM and UNIANOVA produce Type 3 tests of significance (i.e., the same results that
MANOVA provides with “METHOD=UNIQUE”, its default). To obtain an alternative result, use
the “METHOD” subcommand, for example, “METHOD = SSTYPE(2)”. In addition, the means
“EMMEANS” produces are unweighted.

Main Effect Contrasts and Post Hocs

To obtain main effect contrasts using the “CONTRAST” method using one of the canned con-
trasts, PAC would produce syntax similar to that discussed in chapter 4, for example, ‘CON-
TRAST(factb)=DIFFERENCE’. “SPECIAL” contrasts are available in GLM and UNIANOVA
for multifactor designs as well, but only from syntax. If you only want a contrast on one factor, you
simply ignore the other (SPSS will assume the effects for the unnamed factor are zero). However, us-
ing the “CONTRAST” method, the “Sig” values are printed out, but F values are not provided in
the printout and must be manually computed as described earlier for the one-factor designs (the ex-
ception here is if you specify one contrast at a time using the keyword “SPECIAL”).

The “LMATRIX” subcommand is an alternative to the “CONTRAST” method and is the only
way to obtain interaction contrasts. However, the “LMATRIX” subcommand in multifactor de-
signs has the disadvantage of being more complicated. The syntax for the main effect contrasts for
Factor A from chapter 4 (Fig. 4.11) using the alternative “LMATRIX” method is in Fig. 13.6.
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FIG. 13.5. Syntax commands to conduct a two-factor between-subjects ANOVA in UNIANOVA.



It is important to note that, for the contrasts that were specified using the “LMATRIX”
subcommand, you need to specify the contrast of interest on that factor and you must also specify
weights that identify that contrast in the interaction effect. Thus, in line 5 you are telling SPSS that
you want to test a1 versus a3, and identifying the weights that will do that, namely, ‘facta 1 0 −1’. For
reasons that will become clear, it is suggested that you always write the contrast weights so that one
side’s weights add up to +1 and the other side’s to −1. On line 6 you are telling SPSS the same thing,
but now identifying the contrast within the interaction effect. The easiest way to determine the cor-
rect weights is to list all possible combinations across a sheet of paper. In a 3 × 3 design, there are
nine possible combinations:

a1b1 a1b2 a1b3 a2b1 a2b2 a2b3 a3b1 a3b2 a3b3

The cell identifiers should be combined with the factor listed first on the “UNIANOVA” command
changing most slowly (thus Factor A changes most slowly here, i.e., the first three combinations are
all for a1 and b1 changes to b2 for the second combination). After you have listed out the cell identi-
fiers, you should copy the weights that identified the contrast on Factor A over to the interaction.
Specifically, here you want all a1s to get a 1, all a2s to get a 0, and all a3s to get a −1. Thus, your
weights so far would read:

a1b1 a1b2 a1b3 a2b1 a2b2 a2b3 a3b1 a3b2 a3b3
1 1 1 0 0 0 –1 –1 –1

As a last step, convert the whole numbers to fractions by determining how many cells there are with
the same algebraic sign and dividing 1 or −1 by that number. Here there are three +1s, thus, each be-
comes a 1/3 and there are three −1s, thus, each becomes a −1/3, obtaining the weights in line 6. You
must do this last step or the preceding contrast will not be estimated. You can use whole numbers,
but whatever number your main effect adds up to must be the number that the interaction adds up
to; so, for example, ‘facta 3 −6 3 facta*factb 1 1 1 −2 −2 −2 1 1 1’ would work, as both add up to 6 (+6
and −6), but ‘facta 1 −2 1 facta*factb 1 1 1 −2 −2 −2 1 1 1’ would not work, thus, the suggestion to
simply use the +1/−1 convention.

To obtain the weights for line 8, you would follow the same steps described earlier. The contrast
in line 7 is testing a1 + a3 versus a2, thus, your weights (using the +1/−1 rule) are −1/2 1 −1/2. To ob-
tain line 8, again list out the cell identifiers and determine where you want 1s versus −1s. Here you
want all a1s and a3s to have −1s and all a2s to have 1s.

a1b1 a1b2 a1b3 a2b1 a2b2 a2b3 a3b1 a3b2 a3b3
–1 –1 –1 1 1 1 –1 –1 –1

To determine how to turn these into fractions, note that there are six −1s, thus, each −1 becomes a
−1/6 and there are three +1s, thus, each +1 becomes a 1/3, producing line 8. The results seen in Fig.
13.7 give the same Fs and significance values as their counterparts in chapter 4 (i.e., Fig. 4.12).

172 13. GLM AND UNIANOVA SYNTAX

FIG. 13.6. LMATRIX specifications to obtain main effect contrasts on Factor A in a two-factor between-
subjects ANOVA.
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FIG. 13.7. Output for main effect contrasts in a two-factor between-subjects ANOVA using the
LMATRIX subcommand.



Post hoc contrasts on main effects (i.e., on marginal means) in two-factor designs are easily ac-
complished by using the “POSTHOC” subcommand, described earlier. PAC also conducts these
tests without syntax.

Simple Effects

Obtaining simple effects in GLM and UNIANOVA is considerably more complex than in MANOVA
(because the keyword “WITHIN” is not allowed in GLM) and involves writing a series of contrasts
using the “LMATRIX” subcommand. To demonstrate how to do this, the 3 × 2 example from chapter
4 will be used. In this example, the simple effects of Factor A at the two levels of Factor B were ob-
tained. The syntax in Fig. 13.8 will produce the same simple effects results as in Fig. 4.14.

Lines 2 through 5 test the simple effect of Factor A at the first level of Factor B and lines 6
through 9 test the simple effect of Factor A at the second level of Factor B. To test the simple effects,
first write k − 1 contrasts for the factor that the simple effect is on, here, Factor A. For a simple ef-
fect, these k − 1 contrasts are tested at a specific level of the other factor. The set of contrasts does not
have to be orthogonal. In the preceding example, k − 1 = 2; the two contrasts are, respectively, 1 0 −1
(lines 2 and 6) and 1 −1 0 (lines 4 and 8). As before, you must specify the contrast weights both on
that factor (line 2) and on the interaction (cells; line 3). To determine the weights for the interaction
(which is how you tell SPSS at which level to test the simple effect), write all the cell identifiers across
a piece of paper and then match the overall contrast to each cell identifier. Here the first contrast on
Factor A is 1 0 −1 and you want it to be at the first level of Factor B, so all of the b2s would get 0s:

a1b1 a1b2
0

a2b1 a2b2
0

a3b1 a3b2
0

You can then simply copy the contrast weights into the blank spaces for the b1s:

a1b1 a1b2 a2b1 a2b2 a3b1 a3b2
1 0 0 0 –1 0

Put a semicolon after the first contrast to let SPSS know that it should test the contrasts before and
after the semicolon as a set. The second contrast on Factor A is 1 − 1 0 and is also tested at the first
level of Factor B, thus, all the b2s again get 0s and for the b1s simply copy the weights over as seen in
line 5:

174 13. GLM AND UNIANOVA SYNTAX

FIG. 13.8. Syntax commands to produce the simple effects of Factor A at both levels of Factor B in
UNIANOVA.



a1b1 a1b2 a2b1 a2b2 a3b1 a3b2
1 0 –1 0 0 0

In lines 6 through 9, you are testing the simple effect of Factor A at the second level of Factor B, us-
ing the same contrasts on Factor A. Thus, all of the b1s are 0s and the b2s are copies of the contrast
on Factor A. Abbreviated output is in Fig. 13.9.

It should be noted that the Fs and “Sig.”s are identical to those obtained in Fig. 4.15. In this
case, the two “Contrast Results (K Matrix)” tables should be ignored, because they contain the re-
sults of the two arbitrary contrasts (L1: 1 0 −1 and L2: 1 −1 0) that together comprise the simple ef-
fect. They would be examined more closely if simple comparison results were desired, as described in
the next section.

Another way to obtain the simple effects is through the use of the “COMPARE” keyword on
the “EMMEANS” subcommand. With this subcommand, you can test all pairwise differences on
one factor at each level of the other, as well as obtain an F test for the set of contrasts at each level of
the other factor (i.e., the simple effect). The syntax to do so is as follows:

/EMMEANS TABLES(facta*factb) COMPARE(facta)

You would obtain the output seen in Fig. 13.10.
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FIG. 13.9. Output for the simple effects of Factor A at both levels of Factor B in UNIANOVA.

FIG. 13.10. Output for the simple effects of Factor A at both levels of Factor B using the EMMEANS/
COMPARE method.



Simple Comparisons

Once you understand how to program the weights for simple effects, programming the weights for
simple comparisons is identical, except for the fact that, instead of testing a set of contrasts, you will
test a specific contrast. For example, in chapter 4 you tested the Control group versus the Imagine
group for the varsity players (a1 vs. a2 at b1). The results were in Fig. 4.19. To test this in GLM or
UNIANOVA, again use “LMATRIX”. Specifically, all of the b2s would get 0s and you would then
simply copy the contrast on Factor A into the b1 slots. The syntax to test this simple comparison in
“UNIANOVA” follows. Interestingly, for simple comparisons and interaction contrasts, the con-
trasts do not have to follow the 1 versus −1 rule:

/LMATRIX ‘a1 vs. a2 within b1’ facta 1 −1 0
facta*factb 1 0 −1 0 0 0

If your contrast of interest was a pairwise comparison, you could use the “EMMEANS”
subcommand as detailed earlier. Note, however, that you would not obtain the actual F-test values
and would have to compute them by hand as shown earlier.

Interaction Contrasts

In chapter 4, you investigated whether the contrast of Control versus Imagine acted differently for
(i.e., interacted with) the two types of players (see Fig. 4.21). In GLM and UNIANOVA this must
again be explored with “LMATRIX”, available only through syntax. The appropriate syntax is as
follows:

/LMATRIX ‘interaction contrast: a1 vs a2 by b’ facta*factb 1 −1 −1 1 0 0

For an interaction contrast, you only need to specify weights for the interaction cells and not for
the main effects. In order to obtain the weights, once again you would write the cell identifiers across
the top of a piece of paper. Then write in the contrast weights from the contrast on Factor A (1 −1 0)
at the first level of Factor B:

a1b1
1

a1b2 a2b1
–1

a2b2 a3b1
0

a3b2

Then, using the same sequence of numbers, switch the signs for the second level of Factor B (switch-
ing the signs tells SPSS to test the contrast at b1 vs. b2), putting in −1 1 0:

a1b1 a1b2 a2b1 a2b2 a3b1 a3b2
1 –1 –1 1 0 0

You could also put the factors in a table and cross-multiply the weights as follows:

1 -1 0

a1 a2 a3

1 b1 1 × 1 = 1 -1 × 1 = -1 0 × 1 = 0

-1 b2 1 × -1 = -1 -1 × -1 = 1 0 × -1 = 0

You would specify the weights for the contrast on Factor A and cross-multiply those with the
weights for Factor B (here Factor B only has two levels, thus, 1 −1 is the only possible contrast). You
then copy the weights from the table into the “LMATRIX” syntax column by column, thus obtain-
ing ‘1 −1 −1 1 0 0’. You can use the cross-products method for any of the analyses discussed earlier,
putting in all 0s if there are no contrasts on a factor.
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If both factors have more than two levels, things are more complex, but follow the same rules
described previously. Again, for an interaction contrast, you will only be writing the weights for the
interaction means. You first decide which contrast on Factor A is interacting with which contrast on
Factor B. In chapter 4 you looked at a1 versus a2 by b1 versus b3 (see Fig. 4.22), thus the Factor A
weights are 1 −1 0 and the Factor B weights are 1 0 −1. To obtain the interaction weights, write the
cell identifiers across your paper. You are going to look at a contrast on Factor A at Level 1 versus
Level 3 of Factor B, thus all b2s would get 0s:

a1b1 a1b2 a1b3 a2b1 a2b2 a2b3 a3b1 a3b2 a3b3
0 0 0

Next you would put in the Factor A weights at b1, thus putting in 1 −1 0 across the b1s:

a1b1 a1b2 a1b3 a2b1 a2b2 a2b3 a3b1 a3b2 a3b3
1 0 –1 0 0 0

Finally, keep the numbers in the same sequence but reverse the signs when you put them in the b3
slots, so −1 1 0 will go in:

a1b1 a1b2 a1b3 a2b1 a2b2 a2b3 a3b1 a3b2 a3b3
1 0 –1 –1 0 1 0 0 0

Alternatively, using the cross-products method:

1 -1 0

a1 a2 a3

1 b1 1 × 1 = 1 -1 × 1 = -1 0 × 1 = 0

0 b2 1 × 0 = 0 -1 × 0 = 0 0 × 0 = 0

-1 b3 1 × -1 = -1 -1 × -1 = 1 0 × -1 = 0

Your weights would thus be ‘1 0 −1 −1 0 1 0 0 0’.

THREE OR MORE FACTOR ANOVA

It is recommended that MANOVA syntax rather than GLM or UNIANOVA syntax be used for all
analyses not available in PAC (e.g., those requiring “SPECIAL” contrasts or “LMATRIX”, such as
simple effects, simple comparisons, simple simple comparisons, interaction contrasts, and simple in-
teraction contrasts) for three or more factor designs. In principle, the “LMATRIX” methods sug-
gested here may be extended to these complex analyses, but determining the weights becomes
cumbersome and mistakes are easily made. In contrast, these types of analyses are quite simple to
perform in MANOVA and the reader is referred to chapter 5.

ONE-FACTOR WITHIN-SUBJECTS ANOVA

Basic Commands

For within-subjects designs, PAC switches from the UNIANOVA to the GLM procedure. The syn-
tax, however, is quite similar (in fact, in all previous examples in this chapter, identical results would
be obtained by substituting “GLM” for “UNIANOVA”). However, “UNIANOVA” requires just
one dependent variable to be named before the “BY” keyword on the main command, whereas
“GLM” allows multiple dependent variables.
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The PAC sequence described in Figs. 6.10 through 6.14 in chapter 6, when default commands
and a certain keyword described later are deleted, would produce the basic syntax commands found
in Fig. 13.11. Lines 1 and 2 are almost identical to the setup for a within-subjects analysis from chap-
ter 6 (the primary difference being that you do not need to enclose the number of levels of the factor
in parentheses). Lines 3 and 4 provide the means, power, and effect size, which are requested the
same way as in “UNIANOVA” (see Fig. 13.1). It should be noted that, if you had pasted the syntax
after setting this analysis up in PAC windows, line 2 would read ‘WSFACTOR = facta 3 POLYNO-
MIAL’ because SPSS PAC automatically generates a trend analysis in GLM (see chap. 6) and will
generate the trend analysis output whether or not you request it. The output of interest for the syn-
tax in Fig. 13.11 has already been explained in chapter 6, in Figs. 6.15 and 6.16.

Planned Contrasts

You can request any contrast by adding its keyword at the end of line 2 (e.g., “WSFACTOR=facta 3
SIMPLE”). If you are specifying “SPECIAL” contrasts, the contrasts do not have to be orthogonal,
as they did for MANOVA contrasts. For example, to obtain the nonorthogonal contrasts from
chapter 6 (Fig. 6.5), you would modify line 2, thus:

/WSFACTOR=facta 3 SPECIAL(1 1 1, 1 −2 1, 0 1 −1).

Note that for within-subjects factors you need the contrast of all ones and k – 1 contrasts. The out-
put from this contrast is in Fig 13.12.

You can see that the obtained Fs are identical to those from Fig. 6.6. Note that GLM labels the
contrasts as “L1”, “L2”, and so on, corresponding to which contrast you specified first, second, and
so on.

Although the “TRANSFORM” subcommand from MANOVA does not function in GLM, and
the “CONTRAST” and “LMATRIX” subcommands cannot be used for within-subjects factors, an
alternative that, analogous to “LMATRIX”, allows you to test only the contrasts desired, rather
than exactly k − 1 of them, involves the “MMATRIX” subcommand. For the preceding contrasts,
the syntax would be:

/MMATRIX ‘a1+a3 v a2’ ALL 1 −2 1;
‘a2 v a3’ ALL 0 1 −1.
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FIG. 13.11. Syntax for a one-factor within-subjects ANOVA in GLM.

FIG. 13.12. GLM output from a SPECIAL contrast in a one-factor within-subjects ANOVA.



The keyword “ALL” refers to all of the dependent variables named on the “GLM” command, in
this instance, ‘a1’, ‘a2’, and ‘a3’ (an alternative to using the keyword “ALL” is to list each level of the
factor involved in the contrast followed by its weight, here, ‘a1 1 a2 −2 a3 1’). Results are found in
Fig. 13.13.

Post Hoc Tests

As was explained in chapter 6, PAC methods are not available for post hoc tests for within-subjects
factors, precluding one of the real advantages of GLM over MANOVA. However, you can obtain
all pairwise comparisons with either no adjustment or a Bonferroni or Sidak adjustment through the
use of the “COMPARE” and “ADJUST” keywords on the “EMMEANS” subcommand as follows:

/EMMEANS TABLES(facta) COMPARE(facta) ADJUST(BONFERRONI)

Other post hoc tests must be conducted as planned contrasts, then corrections to significance levels
must be applied manually by the researcher to the printout produced, as described in detail in chap-
ter 3.

TWO OR MORE FACTOR WITHIN-SUBJECTS ANOVA

Adding in more within-subjects factors is done in almost exactly the same way as it is in MANOVA.
The syntax to read in and analyze the data from Fig. 7.1 is in Fig. 13.14. You can see that lines 1 and
2 are almost identical to lines 4 and 5 in Fig. 7.2. The advantage of GLM over MANOVA for multi-
ple-factor within-subjects designs is that it will generate the marginal means (lines 3 and 4). The
overall output is similar to one-factor output, except now there would be tests for each effect, as well
as the interaction. The output from this analysis is in Fig. 13.15.

TWO OR MORE FACTOR WITHIN-SUBJECTS ANOVA 179

FIG. 13.13. Output from a SPECIAL contrast in a one-factor within-subjects ANOVA using the
MMATRIX subcommand.



The results of the sphericity test will determine which F value you look at (see chap. 6). The mar-
ginal and cell means output that results from the “EMMEANS” subcommands (lines 3–5) was pre-
sented in Fig. 7.19.

Main Effect and Interaction Contrasts

To specify a main effect contrast, simply place the contrast keyword after that factor name on the
“WSFACTORS” subcommand. For example, to conduct the contrasts on Factor B from Fig. 7.4,
you would change line 2 of Fig. 13.14 to be:

/WSFACTORS=facta 2 factb 4 SPECIAL (1 1 1 1, 3 −1 −1 −1, 0 −1 −1 2,
0 1 −1 0)

In the output in Fig. 13.16 you can see that the obtained Fs are identical to those from Fig. 7.5. (Re-
member that SPSS automatically generates the polynomial contrast, which is why the contrast on
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FIG. 13.14. Syntax commands to conduct a two-factor within-subjects ANOVA in GLM.

FIG. 13.15. GLM output from a two-factor within-subjects ANOVA.



“FACTA” is always labeled “Linear”. Interaction contrasts are automatically produced in this way
as well.)

As another example, consider a 3 × 3 design, with an interaction contrast desired as in Fig. 7.7
(Conditions 1 vs. 3 on Factor A by Conditions 2 vs. 3 on Factor B). All you have to do is specify the
two contrasts as desired (e.g., ‘WSFACTOR=facta 3 SIMPLE factb 3 REPEATED’) and the inter-
action contrasts will automatically be generated as seen in Fig. 13.17, with the value pertaining to
the desired interaction shaded.

Simple Effects and Simple Comparisons

In order to conduct these types of analyses, a relatively easy and direct method is to select the subset
of data that would be involved in the specific comparison of interest. For example, if you wished to
test the simple effect of Factor B at the levels of Factor A, you would run two separate ANOVAs,
one on a data set that had only the first level of Factor A and the other on a data set that had only
the second level of Factor A. Thus, for the simple effects of Factor B at the first level of Factor A,
you simply leave off all the a2s from the “GLM” command as follows:
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FIG. 13.16. GLM output for the contrast from Fig. 7.4.

FIG. 13.17. GLM output for an interaction contrast in a two-factor within-subjects ANOVA.



GLM a1b1 a1b2 a1b3 a1b4
/WSFACTOR=factb 4.

To obtain the simple effect of Factor B at the second level of Factor A, you would do the opposite
and leave off the a1s as follows:

GLM a2b1 a2b2 a2b3 a2b4
/WSFACTOR=factb 4.

If you ran these two sets of syntax, you would get the output in Fig. 13.18 (only the F test of interest
has been included) and you can see that the Fs are identical to those from Fig. 7.10.

The following syntax yields the same simple comparison result of Fig. 7.11:

GLM a1b1 a1b2 a1b3 a1b4
/WSFACTOR=factb 4 SPECIAL(1 1 1 1, −1 0 0 1, 0 1 −1 0, 1 −1 −1 1).

GLM a2b1 a2b2 a2b3 a2b4
/WSFACTOR=factb 4 SPECIAL (1 1 1 1, −1 0 0 1, 0 1 −1 0, 1 −1 −1 1).

The output is in Fig. 13.19 and the F values of interest have been shaded; you can see they match the
values in Fig. 7.12.
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FIG. 13.18. GLM output from two separate ANOVAs to obtain the simple effects of Factor B at levels of
Factor A.



MIXED DESIGNS

PAC produces GLM syntax for mixed designs. To add a between-subjects factor, you would simply
add in the between-subjects factor after the keyword “BY”, as shown in Fig. 13.20.

The output for a mixed design is similar to that for a within-subjects design. The “Within-
Subjects Effects” portion will contain the tests for both the within-subjects factor and the interac-
tion; at the end of that portion will be the test(s) of the between-subjects factor(s).

More Complex Analyses

For main effect contrasts, you would simply request them as described in earlier sections when there
was only one type of factor in the design. You can also obtain the simple effects of the between-
subjects factor through the use of the “COMPARE” keyword on the “EMMEANS” subcommand.
You can obtain the multivariate, but not univariate, tests for the simple effects of the within-subjects
factor in the same way (thus, it is suggested that MANOVA be used in that case). You can only ob-
tain simple comparisons if they are pairwise and the tests will not provide the Fs. For interaction
contrasts, you would use a combination of “LMATRIX” and “MMATRIX” subcommands. For
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FIG. 13.19. GLM output for two simple comparisons in a two-factor within-subjects ANOVA.

FIG. 13.20. Syntax commands to conduct a mixed ANOVA using GLM.



example, the syntax in Fig. 13.21 would run the ‘facta(2) BY factb(1)’ interaction contrast from Fig.
8.10.

The contrast on the between-subjects factor is set up in the same way as in a between-subjects
design, namely, using the “LMATRIX” subcommand (line 4). The contrast on the within-subjects
factor is set up using the “MMATRIX” subcommand, as described earlier (see line 3). The output of
interest would be at the bottom under the “Custom Hypothesis Tests” section and you can see that
the F obtained is identical to the F from Fig. 8.11 (see Fig. 13.22).

It is recommended for all other more complex designs (e.g., ANCOVA, random factors) that
MANOVA syntax rather than UNIANOVA or GLM be used. Although it would be easy to obtain
the basic syntax that GLM or UNIANOVA is using (by clicking on the Paste button), programming
many of the more complex analyses is cumbersome and mistakes could easily be made.
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FIG. 13.21. Syntax commands to conduct an interaction contrast in a mixed ANOVA in GLM.

FIG. 13.22. GLM output for an interaction contrast in a mixed ANOVA.
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