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trois équations
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3.1 Introduction

3.1.1 Main results

We consider a quantum particle in a one dimensional infinite square potential well coupled
to an external laser field. The evolution of the wave function ¢ is given by the following
Schrédinger equation

{ iOph = =070 — u(t)u(x)p, (t,x) € (0,T) % (0,1),

'@b(t, 0) = w(t, 1) =0, te (0’ T), (31)

where 1 € H3((0,1),R) is the dipolar moment and u : ¢ € (0,7) — R is the amplitude of
the laser field. This is a bilinear control system in which the state v lives on a sphere of
L?((0,1),C). Similar systems have been studied by various authors (see e.g. |16} 103} 122}
16)).

We are interested in simultaneous controllability of system (BI) and thus we consider, for
N € N*| the system

{z’atw =02, —u(t)p(x)’, (t,x) € (0,T)x(0,1),j€{1,...,N},

, . . (3.2)
WI(t,0) =7 (t,1) =0, te(0,7),je{l,...,N}.

It is a simplified model for the evolution of N identical and independent particles submitted
to a single external laser field where entanglement has been neglected. This can be seen as
a first step towards more sophisticated models.

Before going into details, let us set some notations. In this article, (-,-) denotes the usual
scalar product on L2((0,1),C) i.e.

(f.9) = / f(@)g@)da

and S denotes the unit sphere of L2((0,1),C). We consider the operator A defined by
D(A) := H* N Hi((0,1),C), Agp:=—092,.
Its eigenvalues and eigenvectors are
e = (km)%,  or(z) := V2sin(krz), Yk e N*,
The family (¢x)ren- is an Hilbert basis of L2((0,1),C). The eigenstates are defined by
Dp(t, ) := pp(x)e ™t (t,2) € RT x (0,1), k € N*.

Any N-tuple of eigenstates is solution of system ([B:2]) with control u = 0. Finally, we define
the spaces
H(SO)((Oa 1)7 (C) = D(AS/2)7 Vs > 07

endowed with the norm

too 1/2
- ez, = (Z k(- ,¢k>|2>
k=1
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and

“+o0
h*(N*,C) := {a = (ar)rere € CV 5 D K ax]? < —l—oo}

k=1

o0 1/2
e = (S}
k=1

Our goal is to control simultaneously the particles modelled by ([3:2) with initial conditions

P (0,z) = pj(x), x€(0,1),j€{l,...,N}, (3.3)

endowed with the norm

locally around (<I>1, @ N) using a single control.

Remark 3.1. Before getting to controllability results, it has to be noticed that for any control
v € L%((0,T),R), the associated solution of ([B.2)) satisfies

W7 (t), 0" (t)) = (7(0),4*(0)), Vte0,T].

This invariant has to be taken into account since it imposes compatibility conditions between
targets and initial conditions.

The case N = 1 of a single equation was studied, in this setting, in [I6] Theorem 1| by
Beauchard and Laurent. They proved exact controllability, in H(30), in arbitrary time,
locally around @®;. Their proof relies on the linear test, the inverse mapping theorem and a
regularizing effect. We prove that this result cannot be extended to the case N = 2.

In the spirit of [16], we assume the following hypothesis.

Hypothesis 3.1. The dipolar moment u € H3((0,1),R) is such that there exists ¢ > 0
satisfying
¢ . U

oy 0)| 2 . Wk €N,V € (L., V).
Remark 3.2. In the same way as in [16) Proposition 16], one may prove that Hypothesis B1]
holds generically in H3((0,1),R).
Using [16, Theorem 1], Hypothesis BIlimplies that the j** equation of system (3:2)) is locally
controllable in H (?’0) around ®;.

Hypothesis 3.2. The dipolar moment p € H3((0,1),R) is such that

A= (e, 1) (1) 2, 02) — (g2, 02) (1) @1, 01) # 0.

Remark 3.3. For example, u(z) := 23 satisfies both Hypothesis BIland 321 Unfortunately,
the case pu(x) := x studied in [122] does not satisfy these hypotheses. But, as in [I0]
Proposition 16], one may prove that Hypotheses 31 and [3:2 hold simultaneously generically
in H3((0,1), R).

Remark 3.4. Hypothesis implies that there exists j € {1,2} such that (up;, ;) # 0.
Without loss of generality, when Hypothesis is assumed to hold, one should consider
that (1, 1) # 0.
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Theorem 3.1. Let N = 2 and p € H?((0,1),R) be such that Hypothesis [34 hold. Let
a € {—1,1} be defined by o := sign(A{pp1,¢1)). There exists Ty > 0 and € > 0 such
that for any T < T, for every u € L*((0,T),R) with ||u||r200.1) < &, the solution of

system (33)-(33) satisfies
($1(T), $(T)) # (<I>1(T), (\/1 — 52+ iad) <I>2(T)) . V>0

Thus, under Hypothesis 3.2} simultaneous controllability does not hold for (i, 1?) around
(®1, P2) in small time with small controls. The smallness assumption on the control is in
L? norm. This prevents from extending [16] Theorem 1] to the case N > 2. Notice that the
proposed target that cannot be reached satisfies the compatibility conditions of Remark BTl
However, when modelling a quantum particle, the global phase is physically meaningless.
Thus for any § € R and !, ¢? € L?((0,1),C), the states e?(y!,9?) and (¢1,1)?) are
physically equivalent. Working up to a global phase, we prove the following theorem.

Theorem 3.2. Let N = 2. Let T > 0. Let u € H3((0,1),R) satisfy Hypothesis [31 and
(upt, 1) # (upa, @2). There exists 0 € R, g9 > 0 and a C* map

I:0., — L*((0,T),R)

where
O, = {(w},%%) € H(BO)((Ov 1)7(:)2§ < }7¢];> = Oj=k and Z ||w} - elGQ)j(T)HH?O) < E':0}7
j=1

such that for any (w},w?) € O.,, the solution of system (33) with initial condition (3.3)
and control u = I‘(g/}}, @[JJ%) satisfies

W1(T),v*(T)) = (5, %)

Remark 3.5. Notice that, using Remark [B1] the condition { },wljw = §,=f is not restric-
tive. Indeed, as 17 (0) = ¢;, we can only reach targets satisfying such an orthonormality
condition.
Remark 3.6. The same theorem holds with initial conditions (¥8,92) close enough to
(b1,42) in Hf, satisfying the constraints (1, ¢§) = (5,9F) (see Remark 314 in Sec-
tion B42).

Working in time large enough we can drop the global phase and prove the following theorem.

Theorem 3.3. Let N = 2. Let p € H3((0,1),R) satisfy Hypothesis 31 and 4(uep1, 1) —
{pa, 2) # 0. There exists T* > 0 such that, for any T > 0, there exists g > 0 and a C!
map

I:0, 71— L*((0,T* +T),R)

where

2
Oc,1 = {(w}ﬂﬁ?) € H(gO)((Ov 1)7©)Q§ { }7¢];> = 0j=k and Z ||w§f - q)j(T)HH?O) < E':0}7
j=1
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such that for any (1/)},1/)?) € O, 1, the solution of system (33) with initial condition (3.3)
and control u = I‘(@[J}, @[1120) satisfies

(T +T),*(T* +T)) = (V5. 07)-
Remark 3.7. Remark [3.6]is still valid in this case.

We now turn to the case N = 3. We prove that under an extra generic assumption,
Theorem cannot be extended to three particles. Assume the following hypothesis.

Hypothesis 3.3. The dipolar moment p € H3((0,1),R) is such that

B = ((ps, ps3) — (a2, 02)) (1)1, 01)
+ ((uer, 1) — (s, 03)) (1) %2, p2)
+ ((pepa, 02) — (pp1, 1)) (W) 3, 3) # 0.

Remark 3.8. Hypothesis B3] implies that there exist j, k € {1,2,3} such that (ug;,p;) #
(upr, pr). Without loss of generality, when Hypothesis B:3]is assumed to hold, one should

consider that (up1, 1) # (up2, a)-

Remark 3.9. Again, one gets that Hypotheses Bl and B3] hold simultaneously generically
in H3((0,1),R).

We prove the following theorem.

Theorem 3.4. Let N = 3 and p € H3((0,1),R) be such that Hypothesis [3.3 hold. Let

B € {—1,1} be defined by B := sign(B({p2, p2) — (wp1,¢1))). There ezists T, > 0 and
e > 0 such that, for any T < T, for every u € L*((0,T),R) with |[u||p 20,1 < €, the

solution of system (33)-(33) satisfies
($1(T), 03(T), 63 (1)) # e (1(T), @3(T), (VI =82 +i86) ®5(T)), V6 >0, % € R,

Thus, in small time, local exact controllability with small controls does not hold for
N > 3, even up to a global phase. The next statement ensures that it holds up to a global
phase and a global delay.

Theorem 3.5. Let N = 3. Let p € H3((0,1),R) satisfy Hypothesis [Z1l and 5(uep1, 1) —
8{pa, wa) + 3{ups, ps) # 0. There exists 0 € R, T* > 0 such that, for any T > 0, there
exists £g > 0 and a C! map

[:O0.,r— L*((0,T*+T),R)
where

Oy, i= { (0}, 03, 05) € Hy((0,1),©)%; (], 45) = dj=k and
3
S} = @5 (T) |, < o}
j=1

such that for any (1/)},1/);,1/)?) € Oy, 1, the solution of system ([3.2) with initial condition
(Z3) and control u = F(¢ch, 1#]20, 1&?) satisfies

(VT + 1), 0* (T + T),0°(T* + 1)) = (¥, 05, 9F).
Remark 3.10. Remark is still valid in this case.
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3.1.2 Heuristic

Contrarily to the case N = 1, the linearized system around a N-tuple of eigenstates is not
controllable when N > 2. Let us consider, for N = 2, the linearization of system (B2
around (@1, ®)

100 = —02 W —o(t)u(z)®;,  (t,z) € (0,T) x (0,1), j € {1,2},
W (t,0) = WI(t,1) =0, t€(0,7), (3.4)
W (0,2) =0, z € (0,1).
For j = 1,2, straightforward computations lead to
00 T
V() =i (upj, sok>/0 v(t)e M A A (T). (3.5)
k=1

Thus, thanks to Hypothesis Bl we could, by solving a suitable moment problem, control
any direction (U7 (T),®x(T)), for k > 2 (with a slight abuse of notation for the direction
®,, of the j*" equation). Straightforward computations using (B.5)) lead to

(UH(T), @2(T)) + (P*(T), ©1(T)) = 0.
This comes from the linearization of the invariant (see Remark B])

(W), v (1) = (o, %), Vte (0,T),

and can be overcome (see Subsection B.4.2)). However, (3.3]) also implies that

(g2, p2)(WH(T), @1(T)) = (1, 1) (W*(T), Bo(T)),

for any v € L?((0,T),R). This is a strong obstacle to controllability and leads to Theo-
rem B.1] (see Section [3.6]).

In this situation, where a direction is lost at the first order, one can try to recover it at
the second order. This strategy was used for example by Cerpa and Crépeau in [44] on a

Korteweg De Vries equation and adapted on the considered bilinear Schrédinger equation
@) by Beauchard and the author in [I8]. Let, for j € {1, 2},

08! = —02,8 —v(t)u(z)¥ —w(t)u(z)®;, (t,z) € (0,T)x (0,1),
€1(t,0) = &(t,1) =0, t € (0,7),
€9(0,z) =0, x € (0,1).

The main idea of this strategy is to exploit a rotation phenomenon when the control is
turned off. However, as proved in [I8, Lemma 4], there is no rotation phenomenon on
the diagonal directions (¢7(T), ®;(T)) and this power series expansion strategy cannot be
applied to this situation.

Thus, the local exact controllability results in this article are proved using Coron’s return
method. This strategy, detailed in [54] Chapter 6], relies on finding a reference trajectory of
the non linear control system with suitable origin and final positions such that the linearized
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system around this reference trajectory is controllable. Then, the inverse mapping theorem
allows to prove local exact controllability.

As the Schrédinger equation is not time reversible, the design of the reference trajectory
(Yreps-os PN s+ Uref) is not straightforward. The reference control u,cys is designed in two
steps. The first step is to impose restrictive conditions on u,.s on an arbitrary time interval
(0,¢) in order to ensure the controllability of the linearized system. Then, u,.s is designed
on (g,T7%) such that the reference trajectory at the final time coincides with the target. For
example, to prove Theorem [3.5] the reference trajectory is designed such that

(wief(T*% gef(T*)’ Eef(T*)):eie((ph(pz?(p:f)' (36)

3.1.3 Structure of the article

This article is organized as follows. We recall, in Section [3.2] well posedness results.

To emphasize the ideas developed in this article, we start by proving Theorem [35l Section
B3lis devoted to the construction of the reference trajectory. In Subsection B.4.1] we prove
the controllability of the linearized system around the reference trajectory. In Subsection
BZ2 we conclude the return method thanks to an inverse mapping argument.

In Section B8 we adapt the construction of the reference trajectory for two equations
leading to Theorems and 331

Finally, Section is devoted to non controllability results and the proofs of Theorems [3.1]
and 341

3.1.4 A review of previous results

Let us recall some previous results about the controllability of Schrédinger equations.
In [5], Ball, Marsden and Slemrod proved a negative result for infinite dimensional bilinear
control systems. The adaptation of this result to Schrédinger equations, by Turinici [134],
proves that the reachable set with L? controls has an empty interior in S N H, (20)((0, 1),C).
Although this is a negative result it does not prevent controllability in more regular spaces.

Actually, in [10], Beauchard proved local exact controllability in H” using Nash-Moser
theorem for a one dimensional model. The proof of this result was simplified, by Beauchard
and Laurent in [I6], by exhibiting a regularizing effect allowing to apply the classical inverse
mapping theorem. In [15], Beauchard and Coron also proved exact controllability between
eigenstates for a particle in a moving potential well.

Using stabilization techniques and Lyapunov functions, Nersesyan proved in [I12] that
Beauchard and Laurent’s result holds globally in H3*¢. Other stabilization results on
similar models were obtained in [I7], 103} 111} 19, T08] by Mirrahimi, Beauchard, Nersesyan
and the author.

Unlike exact controllability, approximate controllability results have been obtained for
Schrodinger equations on multidimensional domains. In [45], Chambrion, Mason, Sigalotti
and Boscain proved approximate controllability in L?, thanks to geometric technics on the
Galerkin approximation both for the wave function and density matrices. These results were
extended to stronger norms in [30] by Boussaid, Caponigro and Chambrion. Approximate
controllability in more regular spaces (containing H®) were obtained by Nersesyan and
Nersisyan [I14] using exact controllability in infinite time. Approximate controllability has
also been obtained by Ervedoza and Puel in [70] on a model of trapped ions.
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Simultaneous exact controllability of quantum particles has been obtained on a finite
dimensional model in [I36] by Turinici and Rabitz. Their model uses specific orientation
of the molecules and their proof relies on iterated Lie brackets. In addition to the results
of [45], simultaneous approximate controllability was also studied in [46] by Chambrion
and Sigalotti. They used controllability of the Galerkin approximations for a model of
different particles with the same control operator and a model of identical particles with
different control operators. These simultaneous approximate controllability results are valid
regardless of the number of particles considered.

Finally, let us give some details about the return method. This idea of designing a
reference trajectory such that the linearized system is controllable was developed by Coron
in [49] for a stabilization problem. It was then successfully used to prove exact controllability
for various systems : Euler equations in [50} [74] [76] by Coron and Glass, Navier-Stokes
equations in [51] [73, 48, 68| by Coron, Fursikov, Imanuvilov, Chapouly and Guerrero,
Biirgers equations in [85] [78, 47] by Horsin, Glass, Guerrero and Chapouly and many other
models such as [562] [75] [77, 69]. This method was also used for a bilinear Schrodinger
equation in [I0] by Beauchard.

The question of simultaneous exact controllability for linear PDE is already present
in the book [98] by Lions. He considered the case of two wave equations with different
boundary controls. This was later extended to other systems by Avdonin, Tucsnak, Moran
and Kapitonov in [4] [3] [8§].

To conclude, the question of impossibility of certain motions in small time, at stake in
this article, for bilinear Schrodinger equations was studied in [53] [I8] by Coron, Beauchard
and the author.

3.2 Well posedness

First, we recall the well posedness of the considered Schrédinger equation with a source
term which proof is in [16, Proposition 2]. Consider

iat"r/)(tvx) = —8§$¢('ﬁ, 33‘) - u(t)u(a:)w(t,x) - f(ta 33), (tvx) € (OvT) X (07 l)a
P(t,0) =(t, 1) =0, te(0,7T), (3.7)
¥(0,2) = to(x), z e (0,1).

Proposition 3.1. Let u € H?((0,1),R), T > 0, 1 € H(30)(0,1), u € L*((0,T),R) and

f € L?((0,T),H3 N HE). There exists a unique weak solution of (37), i.e. a function ¢ €
C°([0,T7, H(?’O)) such that the following equality holds in H?O)((O, 1),C) for every t € [0,T],

() = e Mo + i / e D u(r)p(r) + f(7)]dr.
0

Moreover, for every R > 0, there exists C = C(T,u, R) > 0 such that, if ||ul/z20,1) < R,
then this weak solution satisfies

||¢||CO([0,T]7H(30)) < C(”%/JOHH?O) + ||f||L2((07T)7H3ﬂH§))'
If f =0, then
()]lz2(0,1) = IYollz2(0,1), ¥t € [0,T].



3.3. Construction of the reference trajectory for three equations 95

3.3 Construction of the reference trajectory for three equations

The goal of this section is the design of the following family of reference trajectories to prove
Theorem

Theorem 3.6. Let N = 3. Let p € H3((0,1),R) satisfy Hypothesis [Z1l and 5(up1, 1) —
8(1up2, p2) + 3(ups, p3) # 0. Let T1 > 0 be arbitrary, ¢ € (0,T1) and €1 € (5,¢). There
exist 1 > 0, C > 0 such that for every n € (0,7), there exist T" > Ty, 07 € R and
ul.r € L*((0,77),R) with

||u?ef||L2(O ) < Cn (3.8)
such that the associated solution (1}, %%, 4>") of (32)-33) satisfies
(2 (e1), 4 (€1)) = (s, 1) + 1,
(il (en), vt (1)) = (up2, 92), (3.9)
(2 (e1), 4t (€1)) = (ueps, pa)),
(2 (€), Wy (€)) = (e, p1),

(2 (€), ¥2H(E)) = (epa, p2) + 1, (3.10)
<H¢f};} (), ¢§g}(€)> = (13, P3),

and

(Wb (T), W20 (T, e (TM)) = € (01, @2, p3). (3.11)
Remark 3.11. For any T > 0, uref is extended by zero on (T, 7" + T'). Thus, there exists
C > 0 such that, |[w), /|20, 1) < Cn, B3), BI0) are satisfied and

(Gl p (T + T (T + T) )T+ T)) = & (81(T), @2(T), 93(T)).

Remark 3.12. The choice of a parameter n sufficiently small together with conditions (39
and (BI0) will be used in Section BAT]to prove the controllability of the linearized system
around the reference trajectory. The control w, s will be designed on (0,T1) and extended
by zero on (T1,T").

The proof of Theorem is divided in two steps : the construction of u, s on (0,e) to
prove (39) and (3I0) and then, the construction on (g, 71) to prove (BII]). This is what is
detailed in the next subsections.

3.3.1 Construction on (0,¢)
Let u', ;=0on [0,5). We prove the following proposition.

Proposition 3.2. Let u € H3((0,1),R) satisfy Hypothesis [31. There exists n* > 0 and a
C' map

I:(0,n") — L? ((%,E) ,R) ,
such that T(0) = 0 and for any n € (0,7%), the solution (¢Tef,¢ref, Tef) of system (32)
with control u, ; = ['(n) and initial conditions i:f(%) = ®,(5), for j = 1,2,3, satisfies

(29) and (310).
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Proof of Proposition[7.3. Using Proposition [3.], it comes that the map

6: L*(5¢)R) - R xR
u — (él(u)véQ(u))
where ~ ) )
O4(u) = ((uW (e1), ¢ (e1)) — </‘90j790j>)j:1,2,3’
and

Ba(u) = (1 (£), 49 (€)) — (23 #1)) ,_1 5
is well defined, C", satisfies ©(0) = 0 and

d6(0)-0 = ((2Re((u¥ (1), 95 (1)), g - (2Re((WW (), 85 () 1oy ) - (312)

where (\Ill, U2 \113) is the solution of ([B4]) on the time interval (%,5) with control v and

initial conditions W7 (%, ) = 0. Let us prove that d(:)(O) is surjective; then the inverse

mapping theorem will give the conclusion.

Let v = (7j)1<j<6 € R® and K > 4. By Proposition [BI1] (see the appendix), there exist
vy € L*((5,21),R) and vy € L?((e1,¢),R) such that

€1

vy (1) TAtAE =0, VE e N\{K}, V1 <j <3,

o

m

1 . i(}\K*)\ﬂ)El .
/ w1 (£)ei KAt = & ~ o ovi<j<s,
%

2ipp;, px)*

/ vo(t)e' MM = 0, Yk e NT\{K}, V1 <j <3,

’L(AK—Aj)E ei(AK—Aj)Elvj

VI<j<3.

€ .
Vo (1)t O = ANt g — € : V3+i _ ’
/61 2(t) 2i(ups, prc)?  2i(up;, pr)?

Notice that the moments associated to redundant frequencies in the previous moment prob-
lem are all set to the same value and, as K > 4, the frequencies Ax — Aj for 1 < j < 3 are
distinct. Let v € L? (%, f) be defined by v on (%, 51) and by vg on (e1,¢€). Straightforward
computations lead to dO(0).v = ~.

O

3.3.2 Construction on (g,77)

For any j € N*, let P; be the orthogonal projection of L%((0, 1), C) onto Spang(px, k > j+1)
ie.
+oo

Pi(w) = Y (. er)e.

k=j+1

The goal of this subsection is the proof of the following proposition.
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Proposition 3.3. Let 0 < Ty < Ty. Let p € H3((0,1),R) satisfy Hypothesis [Z1 and
5(upt, 1) — 8(upa, pa) + 3(ups, 3) # 0. There exist § > 0 and a C*-map

fTOan : @5,T0 — LQ((TOa Tf)v]R)

with
@5,TO = {(wéa¢ga¢0) (SQH(O (0,1)) Z||¢O i (To) ||H3 < 5};

such that Ty 1, (®1(To), ®2(To), ®3(To)) = 0 and, if (¥, ¢3,¢3) € Osm,, the solution
(@bl,w?,w?’) of system ([33) with initial conditions 7 (Ty,-) = wg, for j = 1,2,3, and
control u := f‘TD,Tf (w8, v3,v3) satisfies
Pi(1(Ty)) = P2(v*(Ty)) = Ps(¢¥°(Ty)) =0, (3.13)
o ({61 (Ty), @2 (T) T2 (T)), (T (W (1), @o(T))*) = 0. (3.14)

Remark 3.13. The conditions (313]) and [B.I4]) will be used in the next subsection to prove
(BII). Equation ([BI4) will be used to define the global phase 6.

Proof of Proposition[Z3. Let us define the following space
X1 = { (01, 02, 85) € Hp)((0,1),C)%; (85,1 =0, for 1<k <j <3},
We consider the following end-point map
Onry + L*((To,Ty),R) x H?O)(O, 12 — H(?‘)(O, 1% x X; x R,
defined by
O, (s, 08, 03) 1= (08,8, 08, Pr(B1(TD), P (T1), Po (v¥(T)),
Im (! (Ty), @1(Ty))* (W (Ty), ©2(T1))® (° (Ty), @5(T))° ))

where (!, 42,1%) is the solution of (3:2) with initial condition 7 (Tp,-) = ¢} and control
u. Thus, we have

Om,.1; (0, ®1(T0), P2(To), B3(To)) = (P1(T0), P2(To), ®3(T0),0,0,0,0).

Proposition [3.3] is proved by application of the inverse mapping theorem to ©r, 7, at the
point (0, ®1(To), P2(To), P3(To)).

Using the same arguments as in [16, Proposition 3|, it comes that ©7, 7, is a C! map and
that

dOg,, 1, (0, ®1(To), ®2(To), ®3(To))-(v, ¥, UG, UP)
= (w3, Wi, Py (WH(Ty)), Pa(V2(Ty)), P (W(T7)),

5Im((W(Ty), @1(Ty))) — 8Im((¥*(Ty), ®2(T}))) + 3Im((T*(Ty), <I>3(Tf)>)),
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where (U1, U2 ¥3) is the solution of (34 on the time interval (T, Ty) with control v and
initial conditions W7 (T, ) = ¥.

It remains to prove that deTo,Tf (0, (bl(T()), (I)Q (T()), (I>3 (T())) : LQ((T(), Tf), ]R) X H(go) (0, 1)3 —
H(Bo) (0,1)3 x X1 x R admits a continuous right inverse.

Let (U, W3, 03) € H?o)(oa 1), (¢}, 9%, 4%) € X1 and r € R. Straightforward computations
lead to

, = ‘ Ty ,
W(Ty) =) (<\Ifé, @ (To)) + i(uepy, <Pk>/T U(’f)el(’\kw)tdt) P (Ty).
k=1 0

Finding v € L*((Ty, Ty), R) such that

’Pj(\pj(Tf)) = ;a Vje {17253}7
Im (59 (Ty), D1(Ty)) — 8(W*(Ty), @2(Ty)) + 3(W*(T}), ®3(Ty))) =1,

is equivalent to solving the following trigonometric moment, Vj =1,2,3, Vk > j + 1

Ty ) ) .
/T (e Mgy — m(w;, 1(Ty)) — (U, @4 (T1))).
[ i = 7m0 BT S8, (T + 09, 9) 1)
To 5(up1, p1) — 8(ppa, @2) + 3(ups, ©3) '

Using Proposition B.I1] and the hypotheses on y, this ends the proof of Proposition [3.3]
O

3.3.3 Proof of Theorem

Let 6 > 0 be the radius defined in Proposition B3l with Ty = ¢ and Ty = T;. For n > 0 we
define the following control

0 for t € (0, %),
Uy (t) 7= I'(n) for t € (%, o), (3.16)

Lo (,04(2), W20 (), Y2 () for t € (e, TY),

where I' and T are defined respectively in Proposition and [33] We prove that, for 7
small enough, this control satisfies the conditions of Theorem

Proof of Theorem[JZ4. The proof is decomposed into two parts. First, we prove that there
exists 77 > 0 such that for n € (0,7), u?ef is well defined, satisfies ||u;7€f||Lz(0’T1) < Cn and
the conditions (3.9), (B.I0) are satisfied. Then, we prove the existence of 7" > 0 and 07 € R
such that if u)],, is extended by 0 on (71,7"), the condition (I is satisfied.

First step : u,),; is well defined.
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Using Proposition [B.2] the control /. is well defined on (0,¢) as soon as 1 € (0,7").
Moreover, using Lipschitz property of I , there exists C'(n*) > 0 such that

e fllL205.0) = IE() = DOl 22(5.,0) < C™ .
Thanks to Proposition BT}, there exists C(e) > 0 such that if ||u||z2¢p) < 1, the associated

solution of ([B2)-(@B.3) satisfies

167 = @5)(@)ls,, < COlullzzo,e), for j =1,2,3.

Thus, using Proposition B3] if C(e)C'(n*)n < %, we get that for j =1,2,3,

4]

Jsm Z
|(rey — ®j)(e )||H(30) <3

Thus, u,), ; is well defined on (0,71). Moreover, there exists C'(9) > 0 such that

e pll2 e,y = Do (5 (€), 073 (€), 4705 (€)) — Fevr (@1(6), ®2(e), B3(6)) 22,11

3
(@) D@7 = @)l ez,

j=1
<3C0)CE)CH )n.

Finally, choosing

. ] 1
7 < min (Tl*v \ ) )
3C(e)C(n*) Cn*)
implies that ||ur€f|| r2(0,my) < On. Here and throughout this paper C' denotes a positive
constant that may vary each time it appears. Thanks to Proposition B2l it comes that (3]

and (3I0) hold.

Second step : We prove the existence of a final time 7" > 0 and a global phase 87 € R
such that ([BIT]) holds.
Proposition [3.3] implies

J

TI(T) = Y (I (), Du(T))@x(Th), Vi =1,2,3, (3.17)
k=1
Im ({04 (1), ®1(T0))> (72 (T), @a (T1)) (34 (T1), @5(T1))*) = 0. (3.18)

Using the invariant of the system, (i Tef,wref> = 0j=s, for j, k € {1, 2,3}, this leads to the
existence of 67, 63,01 € (—m, | such that

'ref(Tl) .(I)j(Tl), v]: 1,2,3.

Using (3I8)), it comes that
sin (507 — 867 + 3647) = 0.

Using Proposition 3] it comes that, up to a choice of a smaller 7,

567 — 867 + 367 = 0. (3.19)
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Recall that A\, = k272, Let T and 6" be such that 77 > T} and
0103 [2
o )\2 - )\1 ™ ’

Ao A1

702
/\Q—Ala )\2—)\10 [27].

0"

This choice leads to
67 + \MT" — 60" =0 [27],
07 + XoT" — 0" = 0 [27].
Then, using the definitions of 7" and 0" together with (319) we get
A2 A1

7 T — 9" = 97 + 7 7 [ n2
03 + X3 0" = 07 + /\_A(a —01) — )\—)\10 A_Ala[w]
1
= g(59’17—89;7+39§) [27]
= 0[27]

Finally, if we extend u!,; by 0 on (T1,T"), we have that (wref, wref, ¢ref) is solution of
(32)-@3) with control u],; and satisfies for j € {1,2,3}

- 9 AT —i0"
) = e = o

This ends the proof of Theorem

¥j-

3.4 Proof of Theorem

This section is dedicated to the proof of Theorem which is done in the case T' = 0, the
extension to the general case being straightforward. The proof is divided in two parts. In
Subsection B4l the functional settlng is specified and we prove the controllability of the
linearized system around (¢refv wref, wref, Tef)

00U = —92 W — (@) 8 — o(Ou@)d,  (4,a) € (0,T7) x (0,1),

WI(t,0) = W9t 1) = 0, t € (0,77,

W0, z) = 0, x € (0,1),

(3.20)

when 7 is small enough. In Subsection [ 4.2] we conclude the proof of Theorem using
the inverse mapping theorem.

3.4.1 Controllability of the linearized system
For any t > 0, let

x/ = {(¢1,¢2,¢3) € HY)((0,1),C)%; Re((¢?, 77 (1))) =0, for j =1,2,3

- (3.21)
and <¢j "r/)ref( )> = _<¢ka iezf(t»v for (jv k) = (27 1)) (37 1)) (372)}
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The following proposition holds.

Proposition 3.4. There exists 1) € (0,7) such that, for any n € (0,7), if T7, u:,’ef and

(@big’},wfg’},wf;’}) are defined as in Theorem [3.8, there exists a continuous linear map

Ln: x7, —  L2((0,T7),R)
(V0,08 = v

such that for any (1&},1/);,1/)?) € X%n, the solution (W11 W21 W3M) of system ([3.20) with
control v = L”(@[J}, @[1]%, @[Jiﬁ) satisfies

(@), 2T, UINT)) = (5, 9%, ¥F).-

Before proving Proposition B4l we set some notations. For any n € (0,7), for any ¢t € (0,77),
let U"(t) be the propagator of the following system

0y = =05, —wl (Ou(x)y,  (t,x) € (0,T7) x (0,1),
W(E0) = (£, 1) = 0, te (0,T7), (3.22)
1/)(073:) 21/)0(0,33% UAS (071)5

Le. UMNt)y? = o(t). We will work in the Hilbert basis (®](t) := U"(t)pr)ren- of
L?((0,1),C). Notice that for j = 1,2,3, ®] = P} As the proof of Proposition B4l is
quite long and technical, let us detail the different steps. Let

T:={(,k)e{1,2,3} xN*; k>;j+1}U{(3,3)}.

The first step consists in proving the controllability of the components (¥77(T%), ®} (T))
for (j,k) € Z, for any Ty > 0 and 7 sufficiently small, as stated in Lemma Bl First, we
prove that these components are controllable when n = 0 : it corresponds to solving a
trigonometric moment problem with an infinite asymptotic gap between successive frequen-
cies. Then, we extend the controllability of these components to small values of 7, by an
argument of close linear maps.

In the second step (Lemmas and B3], using Riesz basis and biorthogonal family
arguments, we prove that we can also control the two diagonal directions (¥7-7(T), ®N(Ty))
for 7 = 1,2. This would not have been possible directly in the first step. Indeed for n = 0,
the three directions (¥/7(Ty), ®](Ty)) for j = 1,2,3 are associated to the same frequency
in the moment problem. But for n > 0, the construction of the reference trajectory (and
more precisely conditions ([39) and BI0)) will allow to control those two directions.

Finally, in the third step, due to the conditions imposed in the definition of th (in
(3:21)) the remaining directions (¥, &) for 1 < k < j are automatically controlled.

Proof of Proposition[3.7} The map L7 will be designed on (0,77) and extended by 0 on
(Th,T"), where T3 is as in Theorem 3.6l Let

Vo i= {(dl,d2,d3) € B3(N*,C)%: d] =0, if (j,k) ¢ T and Re(d3) = o}.
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Let R : Z — N be the rearrangement such that, if w, := Ay — A\; with n = R(j, k), the
sequence (wy, )nen is increasing. Notice that 0 = R(3, 3).

First step of the proof of Proposition : we prove that for (j,k) € Z the directions
(I1(Ty), ®](Ty)) are controllable in any positive time Ty for 1 small enough.
Let

4} = (10200 € Xf, s (A (), dr (v), d3 () € Vo,
where for j = 1,2, 3,
di? (W) = (7, DUTy)), if (j, k) €T,
The next lemma ensures the controllability of the directions (¥9-7(T), ®}(T})) for (j, k) € Z.

Lemma 3.1. Let Ty > 0 and

F. Lg((O,Tf),R) — Vo
v o d) (U(Ty))

where W := (W, W2, U3) is the solution of (3.20) with control v. There exists ) = 7(Ty) €
(0,7) such that, for any n € (0,7), the map F" has a continuous right inverse

F7 "V — L*((0,Ty),R).

Proof of Lemmal3dl Straightforward computations lead to

Ty )
<‘I’j’n(Tf)v¢’Z(Tf)>:i/0 v(t) () (), @Y(1))dt,  for (j,k) € I. (3.23)

Let us define

IO HO)

, for (j,k) € Z and n = R(j, k), 3.24
(L, or) G:k) G:k) (324

fat) =

and [ (t) := fi(t), for n € N*. We consider the following map

J1: L2((0,T),C) — ©(Z,C)
v s (OTf v(t)f;g(t)dt)

neZ

Notice that f2(t) = e™n* with w, = A\, — A, for any n = R(j,k) € N. Thus (see B.Al),
JO is continuous with values in ¢%(Z,C). Moreover, J? is an isomorphism from H, :=
Adhyz o7,y (Span{f; n € Z}) to (*(Z,C).

First step : we prove the existence of C' > 0 such that

1" = T)()llez < Cllollzzoryy, Yo € L2((0,T5),C). (3.25)
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Let (j,k) € Z, n = R(j,k) € N and v € L?*((0,7%),C). Using B23) and (324), the
triangular inequality and Hypothesis Bl we get

} (W0(Ty), Pu(Ty))  (WI"(Ty), Di(Ty)) ‘

Ty
0_ rm _
/o vBn = f)lE)dt (s, o) (s, @)
< CF ({90 = WI)(Ty), @ (Ty))| + [((UN(Ty) = U(Ty))* W' (T), o1) )

because (@] — @) (t) = (U (t) — U°(t))¢x (we denoted by * the L?((0,1),C) adjoint oper-
ator). Thus,

3
170 = @l < €S (180 = 990 (T |+ 1U(Ty) = UO(T) BT |y, ).
j=1

(3.26)
Proposition 3.1l implies that

W90 = )T, < Clfu, (ORE(0) + o(OR(E, — ©)(Ol 0,150 5008
< Cllu) sz 0.Vl L2 0,7)- (3.27)

*

Using unitarity, it comes that U"(T})
{ 0ph = 03,0 + ) (Tr — (),  (t,2) € (0,Ty) x (0,1),
Y(t,0) = (¢, 1) =0, t € (0,Ty).
Thus Proposition 3.1 may be applied again leading to
|@(Ty) = U @)y W T7) | gy < Cllut (ORU O W T2 0.1,,190m3)
< C||u?ef||L2(O,Tf)||U||L2(07Tf)- (3.28)

From inequalities B268), B27), B28) above and [B8) we get the conclusion of the first
step.

is the propagator at time 7' of system

Second step : conclusion.
Let 7(Tf) := min {ﬁ, é_1||(JO)_1||Z(1H0,E2)} where C is defined by (325) and let €

(0,7(Ty)). We deduce from the first step that J” is an isomorphism from Hy to ¢%(Z,C).
- &
Let (d',d?,d*) € V. We define d,, := —~—— for (j, k) € T and n = R(j,k) € N, and
i{1pss o)

d_p :=d,, for n € N*. Then,
P ) = () @)
is the unique solution v in Hy of the equation F"(v) = (d',d?, d®). The uniqueness implies

that v is real valued. This ends the proof of Lemma [3.11 O

Second step of the proof of Proposition : Riesz basis and minimality.
To prove that we can also control the directions (¥7:7(T}), ®(Ty)), for j = 1,2, we will use
the following lemmas.
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Lemma 3.2. Let Ty > 0 and H" := AdhLz(O’Tf)(Span{fﬁ,n S Z}) If n < 7(Ty), then
(fMnez is a Riesz basis of H".

Proof of Lemma[32. Using [16], Proposition 19], it comes that (f),ez is a Riesz basis of
H" if and only if there exists Cy, Cy > 0 such that for any complex sequence (a,)nez with
finite support

1/2 1/2
Cy (Z |an|2> < Zanfﬁ < Oy (Z |an|2> . (3.29)

Lemma [BT] together with [23] Theorem 1] imply the first inequality of (3:229). Using again
[23, Theorem 1], we get that the second inequality of [329) holds if and only if, for any
g € L*((0,Ty),C)

L2(0,Ty)

Ty 2 1/2
(Z [ s ) < Callgllne.
nez 0

This is implied by the continuity of J°, the triangular inequality and (3.25). This ends the
proof of Lemma O

From now on, we consider 7 < min (7(§),7(71)) and n € (0,7) fixed for all what follows.

Jan 0,35m
Lemma 3.3. Let f}; := M
’ (Heps @5)

{fﬁl,f;{z} is minimal in L*((0,Ty),C).

, for 5 € {1,2}. The family = = (fg)nEZ U

Proof of LemmalZ3 Assume that there exist (cp)nez € £2(Z,C) and ¢11, c2.2 € C, not all
being zero, such that

ciafiy +eanfdy+ Y enfl =0, in L*((0,T1),C). (3.30)
ne’
Thus,
. 9
ciafiy +eaafdy + > enfll =0, in L2((0, 5)C).
ne’
As f = f1=fi,=10n(0,5), then

€
crafiy Feanfdsteofy =cff, on (0, 5),

where ¢ :=cy,1 + c2,2 + ¢g. Thus,
S 7=0, inL*((0,2),C).
cfy +n€Z* enf =0, in L7((0, 2), )

As n < 7)(e/2), Lemma B2 with Ty = £/2 implies minimality of (f7)nez in L*((0,5),C).
Thus,
¢c=0 and ¢,=0, VYneZ.
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Then, equation ([B30) implies that,

Cl,lfﬁl + C2’2f;7,2 + C()fé7 =0, on (0,T1). (3.31)
Finally, as ¢ = 0, conditions (89) and (.10) in 3:31]) lead to ¢1,1 = ¢2,2 = 0 and then ¢y = 0.
This is a contradiction, thus the family = is proved to be minimal in L?((0,T}),C). O

The proof of Lemma B3] makes important use of the conditions [3.9) and BI0) from the
construction of the reference trajectory. This is the main interest of the construction of the
reference trajectory : for n = 0, one gets fﬂl = f20,2 = f9. Thus, one could not control
simultaneously (07:0(T3), ®,(T3)) for j = 1,2,3. In our setting, the minimal family property
allows together with Lemma B to conclude the proof of Proposition [3.41
Third step of the proof of Proposition : conclusion.

Using [16, Proposition 18], Lemma[B3limplies that there exists a unique biorthogonal family
associated to = in Adhpz (g 1) (Span(E)) denoted by {9717’1, g72712, (g:{)nez}. This construction
ensures that gf ; and g3 , are real valued.

Let ¢y € X{w and ﬁf = (eiA(Tﬂ*Tl)@[J}, eiA(Tﬁ*Tl)@/JJ%, eiA(Tn*Tl)w;’c). As u?ef is identically
equal to 0 on (T7,7T"), it comes that 1/; ;€ X{H. The map L" is defined by

L4y € X1, — v e L*(0,T"),R),
where v is defined on (0, Tl) by

) _UO+Z <Im(<1r/)fa ref( )>) _ATI vo(t) ;Zj(t)dt> g;',ja

= (hej, ¢5)

with vy = F7 ' (dr (1/;f)) and extended by 0 on (Ty,T"). The map F" ' is given by
Lemma BT with Ty = T;. Notice that L" is linear and continuous and that as vy, g7, and
g3 5 are real valued so is v.

Let (U1, W2 W?) be the solution of ([20) with control v. Using the biorthogonal properties,
the definition of vy and Lemma 3.1l we get that

<\Ijj(T1)7(I)Z(T1)> <W q)n( )>7 V(j,k)EIU{(l,l),(2,2)}.

We check that v also controls the remaining extra-diagonal terms. Straightforward compu-
tations give

(U2(Th), ®1(T1)) = —(¥H(T1), 25(T1))-
Yet, by definition of v and X{« ,

(U (T0), 0y 3 (Th)) = (OF, @3(Th)) = —(9F, ©] (T1)).
This leads to
(U(T1), ®{(Th)) = ($F, ®1(T1)).
The same computations hold for (¥3(T}), ®](T1)) and (U3 (Ty), ®3(11)).
Thus, as (®}(T1))ken- is a Hilbert basis of L?((0,7}),C), it comes that
(TH(Ty), U*(Th), U¥(Th)) = (df, 97, 9F).
As v is set to zero on (73,7™M), this ends the proof of Proposition B4l
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3.4.2 Controllability of the nonlinear system

In this subsection, we end the proof Theorem First, using the inverse mapping theo-
rem and Proposition 3.4] we prove in Proposition that we can control the projections
associated to the space X{w (see below for precise statements and notations). Then, using
the invariants of the system (see Remark [BI]) we prove that it is sufficient to control those
projections.

We define

A: L(0,T"),R) — X1,
u = (P (1)) j=1,2,3)

where (1,12, 1)3) is the solution of [2)-(B3) with control u and P is defined by
Py(@) s = ¢/ = Re (7 )1 (T")) (1)
i—1

=37 (@RI + (WL, ) W (T,

1

<
|

b
I

Thanks to this definition, A takes value in X{w (defined in (321)) and A(u?ef) = (0,0,0).

As announced, we prove that we can control the projections 75j. More precisely, we prove
the following proposition.

Proposition 3.5. There exists § > 0 and a C*-map
T: Qs — L*((0,77),R),
with

3
Qs = {@;,@;,@;) € XL, 5 Y 1 ms < 5}
j=1

(0)

such that 1 (0,0,0) = u),; and for any (@[NJ}, @[NJ]%, @[NJ?) € Qs, the solution of system (32)-([(23)
with control u := T(@[NJ}, @[NJ]%, 153}) satisfies

(Pr(@ (1), Pa(*(T™)), Pa(*(TT))) = (9}, 47, 9F).-

Proof of Proposition[33. This proposition is proved by application of the inverse mapping
theorem to A at the point u?ef. Using the same arguments as in [16, Proposition 3|, it

comes that A is C1 and for any v € L2((0,T7"),R),
dA(u), p)v = (PLEHT™)), Po(P(T7)), Ps (T3 (T7))),

where (U7);_1 53 is the solution of system (3.20) with control v. Straightforward compu-
tations lead to P;(W7(T")) = WJ(T") and thus

dA(u] ;) = (WH(T), W(T"), O3 (TM)).

Proposition 3.4l proves that dA(w), ;) : L2((0,T"),R) — X{w admits a continuous right
inverse. This ends the proof of Proposition
O
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Proof of Theorem[33. Let & > 0 and (¢}, 9%,97%) € H{,)((0,1),C)? be such that

3
Joonk\ 5. J_ o3 (g =
< fawf> — 0j=k and Zwa ref(T )||H?0) <e€.

j=1
Let o R R R
Let 0 be the radius defined in Proposition There exists g9 > 0 such that for any
£ € (0,20), (0,02, 0%) € Q5 and
Re (3, 017 (T")) >0, Vj € {1,2,3}. (3.32)
Let u := T(iz}, 1%20, 15?) Let (1, 12,1?) be the solution of system (3:2))-(33) with control

u. We prove that
(W1 @), (T, > (TT)) = (b5, 07, 93).

Up to a reduction of €y, we can assume that
Re ((/(T"), ¢27(T"))) >0, Vj € {1,2,3}. (3.33)
By definition of T and Py it comes that
WHT) = Re((H (T7), 4, (TN, (T7) = f = Re({uf, 1y (T7) )by [ (T7).
Thanks to (332)-(333) and the fact that [ (T")]|L2 = |[¢}]| 12, we get
PHTT) = 5. (3.34)
The equality Py (¢?(T")) = 13 gives
AT = (P (T, oy (T, (T7) = Re((92 (T7), 474 (T3 (T7)
= 7 — (W7, O (TG, (T7) = Re((WF, 02 (T (T7).

Taking the scalar product of (3:38) with ¢}, using B.34) and the constraints (%, ¢}) =
(W2 (T), ! (T)) = 0, it comes that

(W), HTM) (s (T7), 0 F) + Re (W2 (T7), 2 (TM)) (W2(TT), 4f)

(3.35)

3.36
(R T W), ) + Re (622 T)) (62(T), 0. (3:30)

As |3 152 = 1631122, we also get
(R, BTN + Re (62, 2(T)) .

= [(W2, L7 (T)? + Re (03, 02H(TM))".

Straightforward computations prove that, up to an a priori reduction of £¢, equalities (336l
and (331) imply
Re ((2(T"), 47,7(T")) = Re ((F, 473(T"))) (3.38)



108 Chapitre 3. Controlabilité simultanée de deux et trois équations

Then, (336) imply (V2(T7), ¢, 4 (T") = (¥3,4,/4(T")). Finally, using these two last
equalities in ([B:35]), we obtain
AT = 2. (3.39)

Using ”ﬁg(@l}B(T”)) = ’JJ? and the exact same strategy we also get
3T = . (3.40)
Thus equalities (3.34]), (839) and ([340) end the proof of Theorem 5 with T* := T and
L (U507 97) = TP, Pa(e), Ps(v])).
O

Remark 3.14. As mentioned in Remark B.0] a slight change in the proof allows to prove
Theorem [3.5] for initial conditions (8, 2,13) close enough to (1, ¢2, p3) satisfying

W, v8) = (wh k), Vi ke {1,2,3}. (3.41)

To this aim, the inverse mapping theorem is applied at the point (u!, 7191592, ©3) to the
map
A L2((0,T7), R) x (S 1 HE,)(0,1)° = (S 1 (0, 1)) x X,
defined by _ o
Au, 90,95, 95) = ((3)j=1,2,3, P (7 (T"))j=1,2,3)-
The compatibility condition (Z41]) will then lead to ([B.36]), the conclusion being unchanged.

3.5 Controllability results for two equations

Theorem [3.5]leads to local exact controllability up to a global phase and a global delay in the
case N = 2. Actually the strategy we developed can be improved in this case to obtain less
restrictive results, namely Theorems and 3.3l Here, we only detail the construction of

the reference trajectory, the application of the return method being very similar to Section
B4l Subsection B.5.T] will imply Theorem and Subsection will imply Theorem 331
In all this section, we consider N = 2. Let T} > 0 and ¢ € (0,731). As in Theorem B0 the
reference control is designed in two steps.

Let u =0 on [0, 5). Proposition 3.2]is replaced by the following proposition.

Proposition 3.6. There exists n* > 0 and a C* map
I: (0,7*) — L? ((%,5) ,R) ,
satisfying T'(0) = E) such that for any n € (O,n’f), the solution (wig},wi’}) of system (33)
with control u :=T'(n) and initial conditions ¥k (5) = ®;(5) for j = 1,2 satisfies
by s (), 03 (€)) = (prs 1) + 0,
(2 (2), 21 (€)) = (pepa, ).



3.5. Controllability results for two equations 109

As previously, this proposition will ensure controllability of the linearized system around
the reference trajectory. The proof is a simple adaptation of Proposition and is not
detailed.

We now turn to two different constructions of reference trajectories on (g,7}), to replace
Proposition

3.5.1 Controllability up to a global phase in arbitrary time :
Theorem

Let T > 0 be arbitrary. Up to a reduction of ¢, We assume that T'= T7. We prove that
there exists a global phase §7 > 0 and a control u," ef ON (e,T) such that the associated

trajectory (wref, Tef) of B2)-([B3) satisfies Proposition [3.6]
(r3(T), 023 (T)) = €7 (24(T), B (T)), (342)

and ||u) ¢|[L2(0.m) < Cn.
Proposition [3.3] is replaced by the following proposition which proof is a simple adaptation
of the one of Proposition [3:3] and is not detailed.

Proposition 3.7. There exists 6 > 0 and a C'-map
[:05; = L*(e,T),R)
with

Os = (@b(l)a@/’(z)) (SQH(O)Ol Z||¢o ||H3 <d,

such that f‘(@l(s),q’z(s)) =0 and, if (V3,v3) € Os, the solution (', 4?) of system ([33)
with initial conditions 17 (e,-) = 1/)8, for 5 =1,2, and control u := f(wo, V) satisfies

P1(v"(T)) = P2 (v*(T)) =0, (3.43)
m ((4(1), @2(T) W (T), 8a(T)) ) = 0. (3.44)
There exists 77 > 0 such that for 5 € (0,7), the control
0 for t € (0, % ),
ulop(t) = T'(n) for t € (3,5), (3.45)

L) () fort € (e,T),

is well defined and satisfies ||u], fllzz0,m) < Cn, where I and T are defined respectively in
Proposition and 37l Proposition B.7] implies that

Ulp (1) = (0,4 (T), @1(T) @1(T),
(W f (1), @1(T)21(T) + (W7} (T), @2(T))@2(T),
I (4,74 (T), ®1(T7)) (73 (T), @2(T)) = 0.

ref( )
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Thus, using the invariant of the system, it comes that there exist 67, 67 € [0, 27) such that

(r W), W2H(T)) = (€710 (T), e~ 2 05(T)),

and
67 — 65 = 0[27].

Finally, this implies that there exists 8”7 € R such that
Wy (1), 24 (T)) = €7 (@1(T), (T)).

Then, application of the return method along this trajectory as in Section [3.4] implies
Theorem [3.2

Remark 3.15. To investigate controllability properties up to a global phase, as proposed in
[L05], one can introduce a fictitious control w in the following way

O = =024 —u(t)u(z)y —w(t)y?, (t,x) € (0,T)x (0,1), j € {1,2},
I (t,0) =4I (t,1) =0, t€(0,7), j€{1,2}.

Adapting the strategy of [16, Theorem 1], one can prove local controllability of this system
by linearization around the trajectory (®1,®2,u = 0,w = 0). This would lead to local
controllability up to a global phase. However, in this case, one would obtain for each target
(1},97) close enough to (®1,P2) a global phase 6 = (¢}, ¢¥7) such that there exists a

control driving the solution of 2] from B3] to eww}, P3).

3.5.2 Exact controllability up to a global delay : Theorem [3.3]

We prove that there exists 77 > 0 and a control u:,’ef on (¢,T1) such that if uref

is exter}(i.ed by 0 on (73,T"), the associated trajectory (@biéf, Tef) of B2)-B3) satisfies
Proposition [3.6]
(W lp (T, 75 (T) = (o1, 02), (3.46)

and [, ;l|L20,77) < Cn.
Proposition B3l is replaced by the following proposition which proof is a simple adaptation
of the one of Proposition 3.3l and is not detailed.

Proposition 3.8. There exists § > 0 and a C'-map
I':0s5 — L*((,T1),R)
with
Os := ¢ (v6,¥5) € (SN Hipy(0,1)) ano lms, <6,
such that T'(®1(e), ®2(c)) = 0 and, if (Y, ¥3) € Os, the solution (*,1?) of system (33)
with initial conditions I (e, ) =}, for j = 1,2, and control u := f‘(?ﬁéﬂ/}g) satisfies

Pi(vN(Th)) = P2 (¢%(Th)) =0, (3.47)
Im (W (11), ©1(1) (), (T3] ) = 0. (3.48)
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There exists 77 > 0 such that for € (0,7), the control
0 for t € (0, %),
ul, (1) = NG for t € (%7 o), (3.49)
D p(e)r(e))  fort € (e,Th),

is well defined and satisfies ||u", f|| 20,y < Cn, where I' and T are defined respectively in
Proposition [3.6] and B8l Proposition 3.8 implies the existence of 67, 64 € [0,27) such that

(L/)ig}(Tl)v 1/12227} (T1)) = (e7 1@y (T1), e 0y(T1)),
407 — 07 = 0[27].

Let T" > T} be such that
67 + M T" = 0[27]
Thus,
9727 + X1 = 4(9;’ + )\1T77) =0 [27T]
Finally, if we extend u,, ; by 0 on (T1,T"), we have that (wi’e’}, wf’e’}) is solution of (3:2))-([B-3)

with control u?e f and satisfies

j, —i(074+X1;T"
() = e T

Then, application of the return method along this trajectory as in Section [3.4] implies
Theorem 33

Yj = ¥j-

3.6 Non controllability results in small time

The goal of this section is the proof of Theorems B.1] and 341

3.6.1 Heuristic of non controllability

We adapt the strategy developed in [I8] by Beauchard and the author in the case N = 1.
Using power series expansion, we consider
u=0+ev,
, Sy 9 ) (3.50)
P =040 +e%¢ +o(e%), Vje{l,...,N}
Here and in the following, we use the classical Landau notations. We say that f = O (g) if
xr—ra

there exist C' > 0 and a neighbourhood V(a) of a such that ||f(z)|| < C||g(x)]| for x € V(a).
We say that f = 9 (g) if for any § > 0 there exists a neighbourhood V(a) of a such that

Ilf @) < dllg(x)]| for x € V(a).
Considering (3350), we define the following systems for j € {1,..., N},

100 = —02, W —o(t)u(z)®;, (t,z) € (0,T) x (0,1),
Wi (t,0) = W (t,1) =0, t€(0,7), (3.51)
W (0,z) =0, r € (0,1),
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and _ _ ,
1087 = ~07,& —v(t)u(x)¥,  (t,2) € (0,T) x (0,1),
&(t,0)=¢ (1) =0, te(0,7), (3.52)
€9(0,z) =0, z € (0,1).
We focus in this heuristic on the case N = 2. Let us try to reach
(B1(T), 03(T)) = (1(T), (V1 =92 + iab) @ (T) ), (3.53)

with § > 0 and « defined in Theorem B.1] from (¢1(0),42(0)) = (¢1, p2). Condition ([B353))
imposes W}(T) = 0 i.e.

T
ve V= {v € L*((0,7),R); / v(t)e!Me AL = 0, Yk € N*} :
0

Let us define the following quadratic forms, for j € {1, 2}, associated to the second order

Qr,;(v) : = Im ((¢/(T), ®;(T)))
T t too
— [ o) [ o) [ S tus ) sinn — 4@ - 1) ) dra,

0 0 k=1
and

Qr(v) = (1, 01)Qr2(v) — (P2, 92)Qr1(v). (3.54)
The following proposition states that in time small enough, the quadratic form Qr has a
sign on V7.
Proposition 3.9. Assume that p satisfies Hypothesis[3.2. Then, there exists Ty > 0 such
that for any T € (0,T%), for any v € Vp\{0},

AQT(U) < 07

where A € R* is defined in Hypothesis [3.2.

Proof of Proposition[Z9. Let v € Vp and s : t € (0,T) — fot v(7)dr. Performing integra-
tions by part, we define a new quadratic form

T

T t
Qrj(s) = —((1) 205, 5) / s(1)2dt + / s(t) / S()hy(t — 7)drdt = Qr(v), (3.55)

0

where hj : t = 302 — M) ey, or)?sin((Ax — A\j)t). As p € H3((0,1),R), it comes
that h; € C°(R,R). Thus, if we define

Q1 (s) == (p1, p1)Qr2(s) — (P2, p2) Qr1(8), (3.56)

we get that

T t
Qr(v) = Or(s) = —Alls|22 + /O s(t) /O s(r)h(t — 7)drdt,
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with
h = (upr, e1)he — (o2, p2)h1 € C°(R,R).

We can assume, without loss of generality, that .4 > 0. Thus, there exists C = C(u) > 0
such that

Qr(v) < (= A+CT)||s||3-. (3.57)

: A
We conclude the proof by choosing T, < .
O

Remark 3.16. This Proposition indicates that, in small time, there are targets that cannot
be reached. However, using the theory of Legendre form (see e.g. [83][24]), we can prove
that Qr lacks coercivity in L?((0,T),R). This is why we work directly with the quadratic
form Qr adapted to the auxiliary system defined in Subsection where the control is s
and not v.

Remark 3.17. This strategy is only valid for small time and we do not know if this quadratic
form changes sign in time large enough on Vp. Following the strategy of [18], this would
imply local exact controllability in large time but it is an open question.

3.6.2 Auxiliary system
For j € {1,...,N} , we consider the function ¢ defined by

t
W (t, ) = 7 (¢, 2)e*DPE@) with s(t) = / u(7)dr. (3.58)
0

It is a weak solution of
(07 = 05,07 — is(t) (20 (2)0207 + p" ()07 + s(t)° 1 ()4,
P (t,0) = ¢ (t,1) =0, (3.59)
’lr/;j (Oa ) = Pj-
Using Proposition BTl on [B.2]) and (358), it follows that the following well posedness result
holds. In the following, the time derivative of s will be denoted by s.

Proposition 3.10. Let u € H3((0,1),R), T > 0, s € H*((0,T),R) with s(0) = 0. There
exists a unique weak solution (', ... oN) € CO[0,T), H> N HY)N of system ([359). More-
over, for every R > 0, there exists C = C(T, i, R) > 0 such that, if ||3||20,7) < R, then
this weak solution satisfies for any j € {1,..., N},

||7;j||L°°((O,T),H3ﬁH(%) <C

3.6.3 Non exact controllability in arbitrary time with N = 2.

In this subsection, we consider system ([B.2) with N = 2 and prove Theorem Bl This
result is a corollary of the following theorem for the auxiliary system.
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Theorem 3.7. Let u € H3((0,1),R) be such that Hypothesis[34 hold. Let T, > 0 be as in
Proposition[39 and o € {—1,1} as in Theorem 3. For any T < T, there exists e > 0 such
that for every s € H((0,T),R) with s(0) = 0 and ||$||p2 < €, the solution of system (3.59)
satisfies

($1(T), $(T)) # ( )eioH (\/1 02y Ws) Bo(T 19#) . V6>0,V0 cR.

Before getting into the proof of Theorem B7] we prove that it implies Theorem B.11

Proof of Theorem[3. Let T < T, and € > 0 defined by TheoremB.7 Let u € L?((0,7),R)
be such that ||u||p2¢,7) < €. Assume by contradiction that

(1), () = (<I>1(T), (\/1 — 82+ m&) <I>2(T)) :

for some § > 0. Let s and 9/ be defined by (358). Then s(0) = 0, ||3]|z2 < € and 47 is
solution of (35J]) and satisfies

(il(T)”]}Q(T)) = (<I>1 Jeis(Dn (m+ ng) Oy (T —is(T),u) .

Thanks to Theorem 3.7, this is impossible.

Proof of Theorem[3Z71. Without loss of generality, we assume that A > 0.

First step : we prove that —Qr is coercive for T' < T.
Using the same estimates as in (3.57) and the fact that T, < é, we get that there exists
C, > 0 such that for T < T,

Qr(s) < —Cullsl[72, Vs € L*((0,T),R). (3.60)

Second step : approximation of first and second order.
Using the first and second order approximation of (359, the following lemma holds.

Lemma 3.4. Let T >0 and p € H3((0,1),R). For all j € {1,...,N}
[ (97 (), @5(1)) = Q1 (5)| = ollsll2) when [13]2 — 0,

’Im wj ‘ o(||s]|zz) when ||3]|L2 — 0.

Proof of Lemma[34 Let j € {1,...,N}. As proved in [I8, Proposition 3], if we define the
first and second order approximations, ¥/ and &7, by

W (t, ) = W (t, x) +is(t) ()P, (t, x), (3.61)
and

~. ~ - S 2
(k) = &(t.) + is(Ou(e) ¥ (1,2) — “Dpiaye 1.2), (3.62)
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it comes that, when ||$||z2 — 0

[ — @, — ‘i’j”Loo((o,T),Hg) = o(|[sl[z2) (3.63)

and . U
[7 — @5 — W7 — &7 e ((0,1),22) = 0(|[3][72)- (3.64)

Straightforward computations using [B.61) imply Im({(¥?(T"),®;(T))) = 0. Thus, from
B53) we deduce

(7 (), @,(1))) | = (@ = ;= W)D), 00| = 0 (lsl]12):

18] L2—0

Straightforward computations using (3:62) imply Im((£7(T), ®;(T))) = Qr (s). Thus, from
B54) we deduce
({57 (T), @5(T))) = Qr.j(s)| = (@ — ®; — BT — &)(T), &,(T)))

2
= S .
1] 2 O(|| ||L2)

This ends the proof of Lemma [3.4] O

Third step : conclusion.
Let T < T,. Assume by contradiction, that Ve > 0, 3s. € H'((0,T),R) with s.(0) = 0 and
[|$el|z2 < € such that the associated solution of ([B.59]) satisfies

(B VA(T)) = (@2(T)e, (VT =52 + iad. ) @a(T)e "),
with 6. > 0 and . € R. Notice that

b — 0, 6. — 0.
e—0

e—0

Explicit computations lead to
Im (2 (T), @1(T))) = (ppr, 1)0e + O (62),

and
Im ((U2(T), @2(T))) = ad. + /T — 02 {upa, )0 + O (67).

Thus, it comes that

(1, 1) Im((P2(T), ®2(T))) — (pp2, p2) Im((Y1(T), @1(T)))

32
= a1, 1)0: — (per, 1) (pepa, ¢2>m95 + 0 (62).

Using Lemma [ to estimate Im ({42 (7), ®1(7T))) and Im (()2(T), ®2(T))) it comes that

e = o (l[sellr2), 6= o (llsellr2)-
e—0 e—0
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Thus,

(1, 1) Im((2(T), ©2(T))) — (pp2, p2) Im((P2(T), 1(T)))
= (pp1, p1)ade + Ego(||5€||%2)'

Finally, combining this with Lemma [B:4] and (3:60]), we obtain

0 < afpepr, p1)0e
= (1, 1) Im((2(T), B2 (T))) — (uepa, @2) Im((VL(T), @1(T))) + Ego(llsslliz)
Qr(se) + _o (Ilsel[72)

< —CullseliZa + o (Ilsel3a).

This is impossible for e sufficiently small. This ends the proof of Theorem 3.7
O

3.6.4 Non exact controllability up to a global phase in arbitrary time
with N = 3.

In this subsection, we consider system ([B.2]) with N = 3 and prove Theorem B4l As
previously, this result is a corollary of the following theorem for the auxiliary system.

Theorem 3.8. Let u € H3((0,1),R) be such that Hypothesis [3.3 hold. Let 3 € {—1,1} be
defined as in Theorem [54 There exists T, > 0 and € > 0 such that for any T < T, for
every s € HY((0,T),R) with s(0) = 0 and ||$||p2 < €, the solution of system (359) satisfies

(GH(T), A(T), () # e (D1T)e ™, @y (T)e™, (V1= 07 +iB5) @3(T)e ™ ),
for all 6 > 0, for all v,0 € R.

The proof is very close to the one of Theorem [3.71

Proof of Theorem[37.8. Without loss of generality, we can assume B > 0. We consider the
following quadratic form

Qr(s) : = ((ps, p3) — (w2, p2)) Qra(s) + ({1, 1) — (s, 3)) Qra(s)
+ ((up2, ©2) — (ep1, 1)) Qra(s),

where Q7 ; is defined as in ([855]). This is rewritten as

T t
Or(s) = —B||s||2L2 +/0 S(L‘)/O s(T)h(t — 7)drdt,

with h € C°(R,R). Thus, there exists T, > 0, C, > 0 such that for all T' < T,

Or(s) < —C.||s||32, Vse L*((0,T),R).
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Let T < T, and assume, by contradiction, that Ve > 0, 3s. € H*((0,T),R) with s.(0) = 0
and ||$:||r2 < € such that the associated solution of (3.59) satisfies

(HT), P2(T), P2(T)) = €= (®1(T)e ", Do (T)e<", (/1 — 62 + iB5.) D3(T)e =),
with v., 0. € R and . > 0. Notice that,

5. —» 0, 0. — 0, e — 1.
e—0 e—0 e—0

Straightforward computations and Lemma Bdlto estimate the terms Im ({12 (T), ®1(T))) —
Im ((2(T), ®2(T))), Im ((G2(T), 1(T))) and Im (($2(T), @3(T))) lead to

0: = o (lIscllzs), sinwe) = o (Isellzs). b= o (lscllea) (3.69)
For the sake of clarity, let us denote

T(s2) : = (s, 3) — (pa, 2)) Im((PL(T), @1(T)))
+ (1, o1) — (s, 3)) Im((Y2(T), @2(T)))
+ ((ppa, p2) — (pepr, 1)) Im((3(T), @3(T))).

Using estimates ([B.63]), straightforward computations lead to
T(se) = B({np2, p2) — (1, 1)) cos(ve)dz + o (IlsellZz).
Finally, for e sufficiently small,
0 < B((pspa; pa) — (1, ¢1)) cos(ve)de
= T(se) + o (sell32)
= 0r(s2) + o (IIseII3)

< —C*HSEH%? + ng(HSsH%?)-

This is impossible and ends the proof of Theorem [3.8

3.7 Conclusion, open problems and perspectives.

In this article, we have proved that the local exact controllability result of Beauchard and
Laurent for a single bilinear Schrédinger equation cannot be adapted to a system of such
equations with a single control. Thus, we developed a strategy based on Coron’s return
method to obtain controllability in arbitrary time up to a global phase or exactly up to a
global delay for two equations. For three equations local controllability up to a global phase
does not even hold in small time with small controls. Thus, in this setting and under generic
assumptions no local controllability result can be proved in small time if N > 3. Finally,
the main result of this article is the construction of a reference trajectory and application
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of the return method to prove local exact controllability up to a global phase and a global
delay around (®q, ®o, 3).

However our non controllability strategy is only valid for small time and we do not know
if local exact controllability around the eigenstates (®1, ®2) hold in time large enough (for
two equations or more). This would be the case if one manages to prove that the global
delay T can be designed to be the common period of the eigenstates @y i.e. T* = % This
is an open problem. Moreover, when Hypothesis or B3 are not satisfied, we do not know
if the considered quadratic forms still have a sign. Thus, the question of non controllability
when these hypotheses do not hold is an open problem. The question of non controllability
with large controls has not been addressed here since our strategy relies on a second order
approximation valid for small controls.

The question of controllability of four equations or more is also open. In fact, each time we
add an equation there is another diagonal coefficient (W7, ®;) which is lost. We proved that
we can recover this lost direction using either a global phase or a global delay for N = 2 and
both a global phase and a global delay in the case N = 3. It seems that there is no other
degree of freedom to use to obtain controllability for NV > 4. Moreover, there are other
directions than the diagonal ones with the same gap frequencies (e.g. A7 — A1 = A\g — \y).
Thus, for N > 4 one should consider a model with a potential that prevents such resonances.

3.A Moment problems

We define the following space

C2(N,C) := {(di)ren € £*(N,C); do € R} .
In this article, we use several times the following moment problem result.
Proposition 3.11. Let T>0. Let (wy)nen be the increasing sequence defined by
{wn;neNb={ —X;;7€{1,2,3},k>j+1and k=j=3}.
There exists a continuous linear map
L : 2(N,C) — L*((0,T),R),

such that for all d := (dy)nen € (2(N,C),

T
/ L(d)(t)e™ tdt = d,,, Vn €N.
0

Proof of Proposition[Z11. For n € N*, let w_,, := —w,,. Using [92] Theorems 9.1, 9.2], it
comes that for any finite interval I, there exists C7,Cs > 0, such that all finite sums

f@) = Z cpent, ¢, €C,

satisty

Y Jenl? < / O < O3 fenf?.
n I n
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This relies on Ingham inequality which holds true for any finite interval as Ay = k?72. Let
T >0 and Hy := Adhz2(o 1) (Span{e™ ; n € Z}). Thus, (€™ ) ez is a Riesz basis of Hy
ie.

Jo: Hy — ég(Z,(C)
foe (fOT f(t)ei“"tdt)n

is an isomorphism (see e.g. [16, Propositions 19, 20]). Let d € 2(N,C). We define d =
(dp)nez € 12(Z, C) by d,, := dy, for n > 0 and d,, :=d_,,, for n < 0. The map £ is defined
by £(d) := J; *(d). The construction of d and the isomorphism property ensure that £(d)

is real valued.

€z

O
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