An improper estimator with optimal
excess risk in misspecified density
estimation and logistic regression

Abstract. We introduce a procedure for predictive conditional density estimation under
logarithmic loss, which we call SMP (Sample Minmax Predictor). This estimator minimizes
a new general excess risk bound for supervised statistical learning. On standard examples,
this bound scales as d/n with d the model dimension and n the sample size, and critically re-
mains valid under model misspecification. Being an improper (out-of-model) procedure, SMP
improves over within-model estimators such as the maximum likelihood estimator, whose ex-
cess risk degrades under misspecification. Compared to approaches reducing to the sequential
problem, our bounds remove suboptimal log n factors, addressing an open problem from Griin-
wald and Kottowski (2011) for the considered models, and can handle unbounded classes. For
the Gaussian linear model, the predictions and risk bound of SMP are governed by leverage
scores of covariates, nearly matching the optimal risk in the well-specified case without condi-
tions on the noise variance or approximation error of the linear model. For logistic regression,
SMP provides a non-Bayesian approach to calibration of probabilistic predictions relying on
virtual samples, and can be computed by solving two logistic regressions. It achieves a non-
asymptotic excess risk of O((d + B?R?)/n), where R bounds the norm of features and B that
of the comparison parameter; by contrast, no within-model estimator can achieve better rate
than min(BR/\/n,deP®/n) in general (Hazan et al., 2014). This provides a computation-
ally more efficient alternative to Bayesian approaches, which require approximate posterior
sampling, thereby partly answering a question by Foster et al. (2018).
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7.1. INTRODUCTION

7.1 Introduction

Consider the standard problem of density estimation: given an i.i.d. sample Z1,..., Z, from
an unknown distribution P on some measurable space Z, the goal is to produce a good
approximation P of P. One way to measure the quality of an estimate Pn is through its
predictive risk: given a base measure p on Z, the risk of a density g on Z with respect to u
is given by

R(g) =E[l(g,2)], where {(g,2)=—logg(z) (7.1)

for z € Z and where Z is a random variable with distribution P. Letting G denote the set of all
probability densities on Z with respect to u, the loss function £ : G x Z — R defined by (7.1),
called logarithmic (or negative log-likelihood, entropy or logistic) loss, measures the error of the
density g € G (which can be interpreted as a probabilistic prediction of the outcome) given
outcome z € Z. This loss function is standard in the information theory literature, due to
its link with coding (Cover and Thomas, 2006). The risk of a density g can be interpreted in
relation to the joint probability assigned by ¢ to a large i.i.d. test sample Z1,..., Z/, from P:
by the law of large numbers, as m tends to infinity, almost surely

f[g(Za") = exp ( - iag, Z;-)) = exp ( —m[R(g) + 0(1)]) :

In addition, assume that P of Z has a density p € G; we then have, for every g € G,

R(g) — R(p) = E[log (552)} / log (g)pdu KL(p-p,g-p) 20,
where KL(P,Q) := fz log( )dP denotes the Kullback-Leibler divergence (or relative en-
tropy) between dlstrlbutlons P and . In particular, the risk is minimized by the true density
p (if it exists), and prediction under logarithmic loss is equivalent to density estimation under
Kullback-Leibler risk.

Our aim is to find estimators, which associate to any sample Z1, ..., Z, a density g, € G,
whose risk is controlled in some general setting. While it is typically impossible to obtain
finite-sample guarantees without any assumption on the underlying distribution P (see e.g.
Devroye et al., 1996), oftentimes one expects this distribution to possess some structure. In
such cases, it is natural to introduce inductive bias in the procedure; one standard way to
do so is to select a suitable class of densities F C G (often called a statistical model) that
is susceptible to capture at least part of the structure of P, and thus provide a non-trivial
approximation thereof.

A classical approach is then to assume that the model F is well-specified, in the sense that it
contains the true density p. In this case, the problem of estimating P falls within the classical
framework of parametric statistics (Ibragimov and Has'minskii, 1981; van der Vaart, 1998;
Lehmann and Casella, 1998). This theory provides strong support for the maximum likelihood
estimator (MLE), which arises as an asymptotically optimal estimator for regular models as
the sample size n grows (Hajek, 1972; Le Cam, 1986; Ibragimov and Has'minskii, 1981). The
same problem can also be treated for a fixed sample size, through the lens of statistical decision
theory (Wald, 1949; Lehmann and Casella, 1998), which emphasizes optimal estimators in the
average (Bayesian) and minimax senses. Generally speaking, these approaches offer precise
descriptions of achievable rates of convergence (up to correct leading constants) and of efficient
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estimators that make the best use of available data. A major limitation of this approach,
however, is that these results rely on the unrealistic assumption that the true distribution
belongs to the selected model. Such an assumption is generally unlikely to hold, since the
model usually involves a simplified representation of the phenomenon under study: it comes
from a choice of the statistician, who has no control over the true underlying mechanism.

A more realistic situation occurs when the underlying model captures some aspects of the
true distribution, such as its most salient properties, but not all of them. In other words,
the statistical model provides some non-trivial approximation of the true distribution, and is
thus “wrong but useful”. In such a case, a meaningful objective is to approximate the true
distribution (namely, to predict its realizations) almost as well as the best distribution in
the model. This task can naturally be cast in the framework of Statistical Learning Theory
(Vapnik, 1998), where one constrains the comparison class F while making few modeling
assumptions about the true distribution. Given a class F of densities, the performance of an
estimator g, is evaluated in terms of its excess risk with respect to the class F, namely

5(/9\11) = R(/.dn) — inf R(f) :
fer
We say that the estimator g, is proper (or a plug-in estimator) when it takes value inside the
class F, otherwise g, will be referred to as an improper procedure. Below, we discuss two
established approaches to this problem.

Maximum Likelihood Estimation. Arguably the simplest and most standard procedure
is the Maximum Likelihood Estimator (MLE), or Empirical Risk Minimizer (ERM) with log-
arithmic loss, given by

~

1 n n
fn = argmin — U f, Z;) =argmax | | f(Z;). 7.2
gmin 30(7.2) = angmax [ [ 12 (72

Assume now that F = {fp : 0 € ©} is some parametric model indexed by an open subset
O C R, such that the density fy(z) depends smoothly on @, and denote ﬁ =15, the MLE.
First, consider the well-specified case where the true distribution P belongs to the model,
say P = fg« - i, and denote (%) := E[~V?log f3(Z)]|p=¢~ the Fisher information matrix,
assumed invertible. Then, under standard regularity and moment conditions (van der Vaart,

1998; Ibragimov and Has'minskii, 1981), we have as n — oo,
~ * (ﬁg ) —1 . _ 1 *112 *112
Vi~ 6 BN, 16) ) while  E(fo) = 10— 63y + (0 — 1)

where we denote ||ul|4 := (Au, u)/? for any u € R? and symmetric positive matrix A. This
implies that 2n&(f; ) converges in distribution to a x% distribution; hence, under suitable

domination conditions, the asymptotic excess risk of the MLE satisfies E[€(f,)] = d/(2n) +
o(n~1). This asymptotic performance turns out to be unimprovable in the well-specified case:
for instance, MLE is locally asymptotically minimax optimal (Hajek, 1972; Le Cam and Yang,
2000).

In contrast to its optimality in the well-specified case, the performance of MLE can degrade
in the general misspecified case, where it depends on the true distribution P. Indeed, let
0* = argmingecg R(fs+) be the optimal parameter, and G = E[V{(fs, Z)VL(fo, Z)]|o=0+,
H = E[V?{(fs, Z)]|9=6+; when P belongs to the model, G = H = I(§*), but in general those
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matrices are distinct. In this case, under suitable conditions, it follows from general results
on the asymptotic behavior of M-estimators (van der Vaart, 1998; White, 1982) that

7 « (d - - 1 * *
ViBn —0) SNOHIGHT) and  E(fo) = 5110~ 0" + (6 — ")
Again under suitable domination conditions, this implies that, as n — oo,

- 2n

_ _Tr(H_l/QGH_1/2)+O(1> dei (1); (7.3)

BIE(f)] = - _
here, the constant deg := Tr(H 121/ 2) depends on the distribution P, and can typically
be arbitrarily large, as will be seen below in the case of logistic regression. In fact, degradation
under model misspecification is not specific to MLE, and is typically a limitation shared by any
proper (or plug-in) estimator that returns a distribution within the class F, such as penalized
MLE. Finally, let us note that, while we adopted an asymptotic viewpoint in this discussion
for the sake of clarity, our focus will be on explicit finite sample bounds.

Sequential prediction and online-to-offline conversion. In contrast, distribution-free
excess risk bounds have been obtained in the literature (Barron, 1987; Catoni, 2004; Yang,
2000; Juditsky et al., 2008; Audibert, 2009) through a reduction to the comparatively much
better understood setting of sequential prediction under logarithmic loss (Merhav and Feder,
1998; Cesa-Bianchi and Lugosi, 2006; Shtarkov, 1987; Griinwald, 2007). In this problem, which
is connected to coding (Cover and Thomas, 2006) and the minimum description length (MDL)
principle (Rissanen, 1985; Griinwald, 2007), one seeks to control cumulative criteria such as
the cumulative excess risk, or the regret

g/\i— 7Zi — inf 14 7ZZ'
;(91 ) ;gf;(f )

over all sequences Z1,...,7Z, € Z, where g;_1 is selected based on Z1,...,Z; 1. The control
of such cumulative quantities is significantly simplified by the observation that

SIS . N [T, 5i-1(%) )
Zg(g%l’Zl) }2;;5(10721)— 10g<squefH?_1f(Zz’) ’

=1

where the ratio inside the logarithm can be interpreted as a ratio of joint densities over

Zi,...,Zp. This enables one to determine the minimax regret (Shtarkov, 1987), as well as
to control the regret of specific sequential prediction strategies go,...,gn—1. Among those,

arguably the most standard are Bayesian mixture strategies (Vovk, 1998; Littlestone and
Warmuth, 1994; Merhav and Feder, 1998; Cesa-Bianchi and Lugosi, 2006) with near-optimal
guarantees (Clarke and Barron, 1994; Xie and Barron, 2000; Merhav and Feder, 1998; Cesa-
Bianchi and Lugosi, 2006), where given a prior distribution 7 on the parameter space ©, g; is
the Bayesian predictive posterior:

Gi(2) = Jo fo(Z1) - f (Zei)f(

z)m(d0)
f@ fo(Z1) - fo(Z;)m(d6) = /@ fo(z)m(d0|Zy, ..., Z;). (7.4)

For smooth, bounded parametric families of dimension d, the minimax cumulative excess
risk and regret are known to scale as (dlogn)/2 + C(F) for some constant C(F) depending
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on the model, see Clarke and Barron (1994); Merhav and Feder (1998). Note that regret
bounds hold for any sequence, and in particular do not require the sequence of observations
to be sampled from a distribution in the model. A generic procedure called online to batch
conversion (Littlestone, 1989; Cesa-Bianchi et al., 2004) enables one to convert any guarantee
on the cumulative excess risk into one on the non-cumulative excess risk for the average of
the successive densities output by the sequential procedure, namely

1 G

Gn="mg D0 (7.5)
=0

When applied to Bayes mixture rules, this yields the so-called progressive mizture or mar-

ror averaging procedure (Yang and Barron, 1999; Catoni, 1997, 2004; Juditsky et al., 2008;

Audibert, 2009), with excess risk bounded by O((dlogn)/n + C(F)/n).

While appropriate for sequential prediction, this approach is not fully satisfactory in the
statistical learning setting considered here, for the following reasons. First, the obtained
O(dlogn/n) rate features a suboptimal logn factor, when compared to the O(d/n) rate of
MLE in the well-specified case; this highlights the inefficiency of the averaged estimator g,,
which mixes estimators g; computed with only a fraction of the sample. Obtaining bounds
of O(d/n) for the individual risk was posed as an open problem by Griinwald and Kottowski
(2011). Second, the minimax regret (and in particular the model-dependent constant C'(F)) is
typically infinite (Shtarkov, 1987; Clarke and Barron, 1994; Rissanen, 1996; Griinwald, 2007)
for unbounded “infinite-volume” classes F including Gaussian models, so that no uniform
guarantee can be obtained over such classes through regret minimization and online-to-offline
conversion, reflecting the poor localization of such bounds. These first two limitations are
shared by any approach reducing to the sequential problem, which takes into account early
rounds where few observations are available. A third limitation lies in the computational
requirements of such procedures: in particular, Bayesian mixture approaches involve — ab-
sent a conjugate prior allowing exact computations — approximate posterior computations,
which are often significantly more expensive than maximum likelihood optimization, inhibiting
practical use of such methods.

7.1.1 Our contributions

Let us now summarize our main contributions. Note that, while the previous discussion dealt
with density estimation, most of this work in fact deals with conditional density estimation,
where one seeks to estimate the conditional distribution of a response Y to an input variable
X, under logarithmic loss ¢(f, (X,Y)) = —log f(Y|X) (see Section 7.2.2).

SMP: a general procedure for conditional density estimation. In the present work,
we introduce a general procedure for predictive density estimation under entropy risk. This
estimator, which we call Sample Minmaz Predictor (SMP), is obtained by minimizing a new
general excess risk bound for supervised statistical learning (Theorem 7.1), and in particular
conditional density estimation (Theorem 7.2). In short, SMP is the solution of some minmax
problem obtained by considering virtual samples. SMP satisfies an excess risk bound valid
under model misspecification, and unlike previous approaches does not rely on a reduction to
the sequential problem, thereby improving rates for parametric classes from O(dlogn/n) to
O(d/n) for our considered models, addressing an open problem from Griinwald and Kottowski
(2011) in this case.
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SMP for the Gaussian linear model. We apply SMP to the Gaussian linear model
F = {fol-]x) = N({0,z),0%) : § € R} for some o> > 0, a classical conditional model for
a scalar response y € R to covariates € R? SMP then smoothes predictions in terms
of leverage scores, and for every distribution of covariates, its expected excess risk in the
general misspecified case is at most twice the minimax excess risk in the well-specified case,
but without any condition on the approximation error of the linear model or noise variance
(Theorem 7.4). This yields an excess risk bound of d/n+O((d/n)?) over the class F under some
regularity assumptions on covariates (Corollary 7.1); such a guarantee cannot be obtained for
a within-model estimator, or through a regret minimization approach.

We also consider a Ridge-regularized variant of SMP, and study its performance on balls
of the form Fp = {fy : ||0|]] < B} for B > 0. For covariates X bounded by R > 0, we estab-
lish two guarantees: a “finite-dimensional” bound of O(dlog(BR/v/d)/n) (Proposition 7.3),
removing an extra logn term from results of Kakade and Ng (2005) in the sequential case,
and a dimension-free “nonparametric” bound (Theorem 7.5), where explicit dependence on d
is replaced by a dependence on the covariance structure of covariates, matching well-specified
minimax rates over such balls in infinite dimension (Caponnetto and De Vito, 2007).

SMP for logistic regression. We then turn to logistic regression, arguably the most stan-
dard model for a binary response y € {—1,1} to covariates z € R?, given by F = {fs(1]x) =
o({0,z)) : 0 € RY}, where o(u) = ¢*/(14¢%). In this case, SMP admits a simple form, and its
prediction can be computed by solving two logistic regressions. Assuming that | X|| < R, we
show that a Ridge-penalized variant of SMP achieves excess risk O((d+ B?R?)/n) with respect
to the ball Fp = {fp : ||0|| < B} for all B > 0 (Corollary 7.2), together with dimension-free
bounds (Theorem 7.6). In contrast, results of Hazan et al. (2014) show that no within-model
estimator can achieve better rate than min(BR/v/n, deP® /n) without further assumptions.
Compared to approaches obtaining fast rates through Bayesian mixtures (Kakade and Ng,
2005; Foster et al., 2018), computation of SMP replaces posterior sampling by optimization.
SMP thus provides a natural non-Bayesian approach to uncertainty quantification and cali-
bration of probabilistic estimates, relying on virtual samples.

7.1.2 Related work

Well-specified density estimation. There is a rich statistical literature on predictive
density estimation under entropy risk in the well-specified case (where the true distribution is
assumed to belong to the model), see Harris (1989); Komaki (1996); Hartigan (1998); Aslan
(2006); Liang and Barron (2004); George et al. (2006); Sweeting et al. (2006); Brown et al.
(2008) and references therein. First, as mentioned above, MLE is known to be asymptotically
normal and efficient (van der Vaart, 1998; Ibragimov and Has'minskii, 1981; Le Cam and
Yang, 2000) in this case; its asymptotic optimality can be formalized precisely by Hajek’s
local asymptotic minimax theorem (Héjek, 1972; Le Cam and Yang, 2000). Beyond this opti-
mality result, a number of refinements have been explored: improvement of Bayes predictive
distributions over the MLE for finite samples (Aitchison, 1975), higher-order risk asymptotics
(Hartigan, 1998; Ghosh, 1994; Aslan, 2006) and second-order minimax procedures (Aslan,
2006), exact minimax procedures for location and scale families (Liang and Barron, 2004), as
well as admissibility and shrinkage for the Gaussian model (Brown et al., 2008). While related
to this line of work, our approach differs from it by relaxing the (restrictive) assumption that
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the distribution of interest belongs to the specified model; another difference with some of the
aforementioned references is our non-asymptotic focus.

Non-asymptotic analyses of estimators under misspecification. The asymptotic be-
havior of MLE (including consistency and asymptotic normality) in the misspecified case is
also well-understood (White, 1982; van der Vaart, 1998). Beyond the asymptotic setting, non-
asymptotic analyses of MLE and related procedures have been carried by van de Geer (1999);
Birgé and Massart (1993, 1998); Yang and Barron (1998); Wong and Shen (1995); Spokoiny
(2012), by using techniques from empirical process theory (van der Vaart and Wellner, 1996;
Talagrand, 2014; Massart, 2007; Boucheron et al., 2013). In addition to these classical refer-
ences, we mention two approaches that circumvent in different ways reliance on the machinery
of empirical process theory. First, Zhang (2006a) relies on information-theoretic inequalities to
analyze Bayesian and penalized estimators; this approach is considerably expanded by Griin-
wald and Mehta (2019), who obtain bounds in terms of refined complexity measures. Our
guarantees have notable commonalities with those of Griinwald and Mehta (2019), in that ex-
cess risk is controlled in terms of some min-max quantity for logarithmic loss, yet they are of
a different nature. Indeed, the bounds from Griinwald and Mehta (2019) apply to many esti-
mators such as MLE (while ours are tailored to SMP); the price to pay is that such guarantees
depend on the true distribution and can degrade under model misspecification, reflecting the
behavior of the estimators they apply to. Another difference is that, while the guarantees of
Grinwald and Mehta (2019) do not rely on online-to-offline conversion and iterate averaging,
the risk is controlled in terms of the same quantity that appears in the sequential case, with
the same shortcomings for parametric or unbounded models (this reflects the focus of this
paper on bounded nonparametric models). Second, Ostrovskii and Bach (2018) developed an
analysis relying on self-concordance, which applies in particular to logistic regression. Overall,
this literature differs from ours in that it studies estimators such as (penalized) MLE, which
inevitably degrade for some misspecified distributions.

Sequential prediction. As mentioned previously, the sequential variant of prediction under
logarithmic loss is well-studied (Shtarkov, 1987; Clarke and Barron, 1994; Merhav and Feder,
1998; Vovk, 1998; Cesa-Bianchi and Lugosi, 2006; Griinwald, 2007). These guarantees on
cumulative criteria have been transported to the individual excess risk considered here (Barron,
1987; Catoni, 2004; Yang and Barron, 1999; Juditsky et al., 2008; Audibert, 2009). To the
best of our knowledge, prior to the present work, this online-to-offline conversion was the only
approach to obtaining distribution-free excess risk guarantees. As mentioned above, reduction
to the sequential case is suboptimal, in that it leads to extra logarithmic factors in the rate
and cannot provide uniform guarantees over unbounded models. Our general guarantee for
SMP provides a more “localized” risk bound adapted to such situations.

Stability. Owur general bound on the excess risk is related to the approach in terms of
stability of the loss of the predictor under sample changes (Bousquet and Elisseeff, 2002;
Rakhlin et al., 2005; Shalev-Shwartz et al., 2010; Koren and Levy, 2015), in particular in
its use of exchangeability. While close in spirit, our bounds involve a different quantity; the
difference between the two is particularly apparent in the context of logistic regression, where
it enables us to remove some exponential constants.
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Logistic regression. An important motivation for this work was recent progress and ques-
tions on logistic regression, arguably the most common model for conditional density estima-
tion with binary response (Berkson, 1944; McCullagh and Nelder, 1989; van der Vaart, 1998).
Under boundedness assumptions, it can be seen as a special convex and Lipschitz stochastic
optimization problem, for which slow rates of convergence are available (Zinkevich, 2003; Ne-
mirovski et al., 2009; Bubeck, 2015). In addition, logistic regression is also an exp-concave
problem, which enables fast rates (Hazan et al., 2007; Koren and Levy, 2015; Mehta, 2017), but
with an exponential dependence on the domain radius. It is shown by Hazan et al. (2014) that
such rates are unimprovable without further assumptions. To obtain improved results, one
thread of work proceeds under additional assumptions, and performs a refined analysis using
(generalized) self-concordance of the logistic loss (Bach, 2010, 2014; Bach and Moulines, 2013,
Ostrovskii and Bach, 2018; Marteau-Ferey et al., 2019); this leads to distribution-dependent
guarantees which improve for favorable distributions, but exhibit exponential dependence in
the worst case. Another approach consists in using out-of-model procedures, for which the
lower bound of Hazan et al. (2014) does not apply. By using Bayes mixtures strategies and
reducing to the sequential problem, Kakade and Ng (2005); Foster et al. (2018) establish fast
risk rates without exponential dependence on the norm, bypassing the previous lower bound;
the question of finding a practical procedure enjoying such guarantees without expensive pos-
terior sampling is left open by Foster et al. (2018). Our work is cast in the same setting under
weak distributional assumptions, and provides a practical approach with fast rates guarantees
in this case. We also note that our analysis of SMP does rely on self-concordance, albeit
applied to a different estimator.

7.1.3 Outline and notations

This chapter is organized as follows. In Section 7.2, we introduce the setting and state a
general excess risk bound for supervised learning (Theorem 7.1) and its instantiation to con-
ditional density estimation (Theorem 7.2), minimized by SMP, which will be used throughout.
Section 7.3 provides direct consequences of the previous bounds in the context of (uncondi-
tional) density estimation with multinomial and Gaussian models. In Section 7.4, we study
SMP and its guarantees for conditional density estimation with the Gaussian linear model.
We finally turn to logistic regression in Section 7.5. The proofs are gathered in Section 7.7,
while Section 7.6 concludes.

Notations. Throughout this chapter, we denote (x,%) := x "y the canonical scalar product
of z,y € R%, and ||z| := (z,2)'/? the associated Euclidean norm. Likewise, for any symmetric

positive semi-definite d x d matrix X, we let (x,y) := (Xx,y) and ||z||x = (z, :U>1E/2.

7.2 General excess risk bounds

7.2.1 A general excess risk bound for statistical learning

In this section, we let X', ), )A) be three measurable spaces, corresponding respectively to the
feature, label and prediction spaces, and let £ : Y x Y — R be a loss function. Denote by
F the space of all measurable functions X — JA/ (also called predictors), and let F C F be a
class of predictors. We also consider a penalization function ¢ : 7 — R. Denote Z = X x Y
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and let
for any z = (x,y) € Z and f € F. When no penalization is used (¢ = 0) we simply write

{ = é(). Let P be some probability distribution on Z = X x ). The quality of a predictor
g € F is measured through its risk

R(g) = E[l(g, 2)] = E[t(g9(X),Y)] (7.6)

where Z = (X,Y) ~ P, whenever this expectation is well-defined and belongs to R U {400},
which we assume from now on. Also, define the excess risk (with respect to F) of g as

E(g) = Rlg) — int R(P). (7.7)

We define similarly Ry(f) = E[l4(f, Z)] for f € F and E4(g) = R(g) — infrer Ry(f).

In this setting, the distribution P is unknown, and we will avoid making strong assumptions
on it. The aim is to produce, given an i.i.d. sample Z]' = (Z1,...,Z,) from P, a predictor
Gn : X — Y whose expected excess risk E[£(3,)] (where the expectation holds over the random
sample) is small. In other words, g, should predict almost as well as the best element in F,
up to a controlled small additional term. Given a sample Z] = (Z1,...,Z,), we denote

Jom € argminy_ ly(f, Z;) (7.8)
fer 3

a (penalized) empirical risk minimizer (ERM); when ¢ = 0, we simply denote the ERM as J?n
Throughout this chapter, we assume to simplify that this minimum is attained. This holds in
virtually all the examples considered below; in addition, the arguments naturally extend to
approximate minimizers. By convention, all minimizers of the empirical risk will be chosen

symmetrically in the sample points Z1, ..., Z,. We also introduce
N n
Fin = argmin{2e¢(f, Z;) + L(f, z)} (7.9)
fer =1

for any z € Z. Theorem 7.1 below introduces a new bound on the excess risk of any prediction
rule, together with a predictor that minimizes it. It holds for a general loss ¢, but in the
following sections we apply it to the logarithmic loss only, for which the predictor can be
made explicit.

Theorem 7.1 (Main excess risk bound and Sample Minmax Predictor). For any predictor
Gn depending on Z7', we have

E[£5(@n)] < Ezpox [sup {16 (X),) ~ (707 (50, 0)} (7.10)
ye<

where f;n is defined by (7.9) for z € Z and Z = (X,Y) ~ P is independent of Z7'. In
addition, the right-hand side of (7.10) is minimized by the predictor

Jon(w) = argminsup { €7, y) — Lo(F"(@),0) } (7.11)
gey ey
which we call SMP (Sample Minmax Predictor) whenever it exists, in which case (7.10) be-
comes

BlEa(fon)] < Bzpoc | i sup {£(5.9) — (5" O} (7.12)
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The proof of Theorem 7.1 is given in Section 7.7.1. The excess risk bound of Theorem 7.1
is related to the stability of the (regularized) empirical risk minimizer. Indeed, if the ERM
f;ﬁ’y) obtained by adding a new sample (X, y) does not depend too much on the label y, i.e. if
the set {ﬁ(ﬁ’y) :y € Y} is small in expectation, then the min-max quantity in the bound (7.12)
will also be small.

The use of stability to establish guarantees for learning algorithms such as ERM or ap-
proximate ERM was pioneered by Bousquet and Elisseeff (2002). Stability arguments were
used by Bousquet and Elisseeff (2002); Shalev-Shwartz et al. (2010) to prove fast rates of order
O(1/n) for ERM in strongly convex stochastic optimization problems and more recently by
Koren and Levy (2015) for exp-concave problems. However, while related in spirit to the no-
tion of stability, the excess risk bound of Theorem 7.1 differs from standard stability bounds.
Indeed, approaches based on stability control the risk in terms of variations of the loss of
the output hypothesis (such as ERM) under changes of the sample (Bousquet and Elisseeff,
2002; Shalev-Shwartz et al., 2010; Srebro et al., 2010; Koren and Levy, 2015). By contrast,
Theorem 7.1 controls the risk in terms of some min-max quantity, which measures the size of
the set of empirical risk minimizers obtained by adding one sample. The difference between
the two is most apparent in the context of logistic regression (see Section 7.5 below), where
it is critical to obtain improved guarantees that could not be derived from loss stability of
regularized risk minimizers.

It is worth noting that the SMP (7.11) whose risk is controlled in (7.12) is not the regular-
ized ERM, that is, the algorithm whose “stability” is controlled. In fact, f;sn is in general an
improper predictor, which does not belong to the class F; it may be seen as a “center” of the
set of risk minimizers obtained by adding one sample, in a sense related to the loss function.
In fact, we will show in what follows that SMP enjoys guarantees which are not achievable by
proper predictors such as regularized ERM.

7.2.2 Conditional density estimation with the logarithmic loss

We now turn to conditional density estimation, which is the focus of this work, by considering
the logarithmic loss. Let u be a measure on ) and )A) be the set of probability densities on Y
with respect to u, namely the set of measurable functions f : ) — R™ such that fy fdu=1.
The logarithmic loss is defined as ¢(f,y) = —log f(y) for f € Y and y € V. In this setting, a
predictor f : X — Y corresponds to a conditional density. We denote f (ylx) = f(x)(y) and as
before ¢(f,z) = {(f(z),y) for z = (x,y). Note that, in this case, the ERM (7.8) corresponds
to the (conditional) maximum likelihood estimator (MLE). The risk of any conditional density
fis
R(f) = —E[log f(Y|X)]

whenever this expectation is defined. Note that

(7.13)

Mw—man@%ﬂﬂXW

9(Y|X)

for any conditional densities f,g with respect to p, which only depends on the conditional
distributions fu, gu, and not on the measure p which dominates them. In particular, we may
choose 1 such that the risk R(f) is well-defined and finite for some f € F, and identify f
and g with the corresponding conditional distributions. There exists a best predictor f* € F
whenever the excess risk E(f) = E[{(f,Z) — ¢(f*, Z)] is defined and belongs to [0, +oo] for
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every f € F. Following what we did in Section 7.2.1, given a penalization function ¢ : ¥ — R,
we define the penalized risk Ry and the penalized excess risk &.

Theorem 7.2 below shows that both SMP defined in Theorem 7.1 and its excess risk
bound (7.12) can be described explicitly in this case.

Theorem 7.2 (Excess risk bound for conditional density estimation). In the case of the
logarithmic loss, the SMP fq,, defined in (7.11) writes

B Fay) ST
fon(ylz) = zf i) S : (7.14)
Sy P9y |x)e?oin D p(ay)

whenever the integral fy f(X y)( | X)e ~o(Fg )u(dy) is finite almost surely (over Z7",X). In
addition, its excess risk bound (7.12) writes

E[£4(fon)] < Ezy,x{log ( /y ﬁi’y)(le)e_d’@f;’y))u(dy))]- (7.15)

Remark 7.1. In the non-regularized case where ¢ = 0, SMP simply writes

7 (y) )

Jy f(x’y (v |z)u(dy’)
while its excess risk bound (7.15) takes the form:

B[] < Expx[tog ([ A 010u(an)].

Fa(ylz) =

Theorem 7.2 is proved in Section 7.7.1. The SMP (7.14) minimizes, for every value of z,

the worst-case (over y € ))) excess loss K(ﬁn(a:), y)— €¢(ﬂ(ﬁ’ly) (x),y) with respect to the ERM
on the sample Z7, (X,y). As explained above, the right- hand side of (7.15) corresponds to

(the expectation of) a measure of complexity of the class { f b ,y € Y} associated to the
log-loss. We will see below, in particular cases for F, that despite being derived from a general
bound for statistical learning, the excess risk bound of the SMP is remarkably tight and close
to the optimal risk in the well-specified case. In fact, we will see in the case of the Gaussian
linear model (Section 7.4.2) that the bound of the SMP is intrinsic to the hardness of the
problem.

In the unconditional case, the prediction of the estimator (7.14) closely resembles that of
a sequential prediction strategy called Sequential Normalized Maximum Likelihood (SNML),
introduced by Roos and Rissanen (2008) and related to the Last Step Minimax algorithm
(which restricts to proper predictions) from Takimoto and Warmuth (2000)!. Interestingly, the
motivation is completely different: the SNML algorithm was introduced as a computationally
efficient relaxation of the minimax algorithm (in terms of cumulative regret) for sequential
prediction under log-loss; its worst-case regret was shown to be almost minimax (Kottowski
and Griinwald, 2011), and in fact minimax for some specific families (Bartlett et al., 2013).
By contrast, in our case the SMP estimator naturally arises as the minimizer of a novel upper
bound on the non-cumulative excess risk.

!Specifically, the prediction of SMP coincides with that of the SNML-1 algorithm from Roos and Rissanen
(2008) at step n + 1, while SNML-2 from Roos and Rissanen (2008) (simply called SNML in subsequent work
Kotlowski and Griinwald (2011); Bartlett et al. (2013)) is slightly different: it minimizes worst-case regret with
respect to next step ERM on the whole sequence, instead of just the last sample.
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7.3 Some consequences for density estimation

In this section, we consider the problem of (unconditional) density estimation: the space X’ is
assumed to be trivial (with a single element) and is thus omitted?, and no penalization is used
(¢ =0). In other words, given access to an i.i.d. sample (Y7,...,Y,) from a distribution P on
Y, and given a family F of probability densities on ) with respect to p (namely, a statistical
model F), the aim is to find a predictive distribution g, on F whose excess risk with respect
to F is as small as possible. Note that the model may be misspecified, in the sense that P & F.
Introduce the Kullback-Leibler (KL) divergence

KL(P,Q) =Ez.p [log jg(Z)]

between distributions P and @ (which is infinite whenever P is not absolutely continuous with
respect to Q). If KL(P, f*) < +oco then f* = argming.z KL(P, f) and the excess risk (7.7)
writes £(f) = KL(P, f) — KL(P, f*) for any f € F. For this reason, the risk R is also called
KL risk.

In the next sections, we apply Theorem 7.2 to misspecified density estimation on standard
families. In each case, the SMP is explicit and the excess risk bound scales as d/n irrespective
of the true distribution P. These bounds are tight, since they are within a factor of 2 of
the optimal asymptotic rate in the well-specified case. Also, we compare it with MLE and
online to batch conversion of sequential prediction strategies. In all considered examples, SMP
improves these estimators.

7.3.1 Finite alphabet: the multinomial model

In this section, we assume that ) is a finite set with d elements, p is the counting measure
and F = {(p(y))yey € RY : > _yeyP(y) = 1} is the multinomial model (which is always
well-specified). For any y € Y, we let Ny,(y) = > 1", 1(Y; = y).

Proposition 7.1. If Y is a finite set with d elements, then SMP corresponds to the Laplace
estimator

= Nn(y)+1
Fly) = — " (7.16)
In addition, the bound (7.15) writes in this case
~ n+d d—1
E n)| <1 < . 1
[5(f )] Og<n+1> n (7.17)

Proposition 7.1 is proved in Section 7.7.2. In this case, the SMP corresponds to the Laplace
estimator, which is the Bayes predictive distribution under an uniform prior on F. The first
bound in (7.17) is tight: it is an equality when Y is constant almost surely.

On MLE. The MLE is given by fn(y) = N,(y)/n. Its expected risk is infinite unless P is
concentrated on a single point. Indeed, let yo,y1 € Y be distinct elements such that P(Y =
yo), P(Y = y1) > 0; with positive probability, Y1 = --- =Y}, = g, so that f,,(y) = 1(y = vo),

2While conditional density estimation can be cast as a special case of density estimation, we adopt the
opposite perspective since SMP exploits the conditional structure.
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f(fn,yl) = 400 and thus R(f/;) = +o00. Hence, E[R(fn)] = +o00. In order to obtain non-
vacuous expected risk for MLE in this case, one may restrict to Fs = {p € F:Vy € Y, p(y) =
0} for some § € (0,1), so that log ratios of densities are bounded. In this case, whenever
p € Fs, the excess risk of MLE has asymptotically efficient rate (d — 1)/(2n) + o(n~!). This
reflects the fact that the model is well-specified.

On online to batch conversion. The minimax cumulative regret with respect to the
class F scales as (d — 1)(logn)/2 + O(1) (Cesa-Bianchi and Lugosi, 2006). Hence, any upper
bound based on online-to-batch conversion (Cesa-Bianchi et al., 2004) can be no better than
(d—1)(logn)/(2n) + O(1/n).

7.3.2 The Gaussian location model

We now let Y = R? and consider the Gaussian location model, namely the family F =

{N (0,%) : 0 € R4} of Gaussian distributions with fixed positive covariance matrix ¥. We let
Y, =1 Sy Y

Proposition 7.2. A risk minimizer f* = N(0*,%) € F ewists if and only if E[|Y|| < +o0,

in which case 0* = E[Y]. Forn > 1, the SMP is given by fn = N (Yy, (1 + 1/n)2%), and

whenever E||Y || < +oo the bound (7.15) writes

~ 1 d
E|&(fn)| < dl 1+—-) < —. 7.18
()] <dlog (14 ) < = (7.18)
In addition, when the model is well-specified, we have
~ 1 d d
E[€(f)] = dlog (14 ) - £ <« L.
[E(fn)] = d og( + n) 2n < 2n

The proof of Proposition 7.2 is given in Section 7.7.2 below. It provides an excess risk bound
valid under misspecification, under the minimal hypothesis necessary to define excess risk. In
addition, this bound does not depend on the distribution of Y, and is essentially a factor of
2 above the optimal asymptotic risk d/(2n) even for a worst-case distribution. In particular,
this implies that finding a predictive distribution with small excess risk is feasible even when
identifying the best parameter in the family is not: indeed, estimating the parameter 8* with
an accuracy independent of the true distribution of Y is not possible.

On MLE and proper estimators. Assume that E||Y||* < +oo and define By = E[(Y —
EY)(Y —EY)T]. The excess risk of the MLE fo = N(Y,,Y) is given by

£(F) = BNV~ B2 = 5

[—— %Tr(Z_IEy).

In the misspecified case where Yy # 3, this quantity depends on the true distribution of Y
and can be arbitrarily large depending on Xy . This limitation is in fact shared by any proper
estimator of the form fe =N (On, Y)) for some Qn, as explained next. Consider the family

of distributions { Py« = N(0*,Xy) : §* € R} for some arbitrary symmetric positive matrix
Sy, and the loss function L(6*,60) = [|6 — 6*||3_, /2. It is a standard result in decision theory
(see e.g. Lehmann and Casella, 1998) that the empirical mean Y;, is minimax optimal for this
problem and has constant risk Tr(X~!¥y)/(2n). Therefore, for any proper estimator I35

< Tr(X"13y) .

1 N
gflglgd ]EYNpg* [g(f’g\n)} = § efgllz{)d Eg+ ||0n — E[Y HE—I = om
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On online to batch conversion. The minimax cumulative regret with respect to the full
Gaussian family F is infinite (see, e.g., Griinwald, 2007): this comes from the fact that regret
after the first step (the first prediction being made before seeing any sample) is unbounded.
This difficulty does not appear in the batch setting, where one can predict conditionally on
the sample, in a translation-invariant fashion. One can guarantee finite minimax regret by
considering a restricted model {N(#,%) : 6 € K} for some compact set K C R¢ (Griin-
wald, 2007), in which case minimax regret scales as d(logn)/2 + Ck + o(1) (for some con-
stant C' depending on K) so that online to batch conversion yields an excess risk bound of
d(logn)/(2n) + Ck/n + o(1/n), which again exhibits an extra logn factor.

Exact minimax rate in the misspecified case. In fact, for the Gaussian location family,
the minimax excess risk in the general misspecified case, namely

inf sup By [£(Gn)] (7.19)

where the supremum spans over all probability distributions P on R? such that E||Y]|? < +oo,
the infimum over density estimators g,, and where the excess risk is under the true distribution
P, can be determined exactly, together with a minimax estimator, as shown below.

Theorem 7.3. For the Gaussian location model, the minimaz excess risk (7.19) in the mis-
specified case (namely, over all distributions with finite second moment) is equal to

. v d 1
%tf s;l)pIEpr [E(gn)] = 3 log (1 + 5) )

In addition, this minimaz excess risk is achieved by the estimator g, = N (Yy, (1 + 1/n)%),
which satisfies E[E(gn)] = (d/2)log(1+1/n) for any distribution P of Y such that E[||Y||] <
+00.

Theorem 7.3 is proven in Section 7.7.2 below. Note that g, corresponds to the Bayes
predictive posterior under uniform prior, which is known to achieve the minimax risk in the
well-specified case (Ng, 1980; Murray, 1977), see also George et al. (2006). Remarkably, both
the minimax excess risk and the minimax estimator remain the same in the misspecified case.
This holds even though the posterior itself (a distribution on F) does not concentrate on a
neighborhood of the best parameter 6* = E[Y] in the misspecified case (contrary to the well-
specified case), when the true variance is large. An explanation for this phenomenon is that
the out-of-model correction of the Bayes predictive posterior (critically due to averaging over
the posterior) brings it closer to distributions with high variance, thereby compensating the
high variability for such distributions. As a result, the Bayes predictive posterior equalizes
the excess risk across all distributions. This suggests that posterior concentration rates alone,
which do not take into account the latter effect (and degrade under model misspecification
when the true variance is large), fail to accurately characterize the excess risk of predictive
posteriors under model misspecification.

Finally, Theorem 7.3 shows that the worst-case excess risk bound (7.18) of SMP is exactly
twice the minimax excess risk for distributions with finite variance.
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7.4 Gaussian linear conditional density estimation

In this section, we turn to conditional density estimation, starting with arguably the most
standard family, namely the linear Gaussian model. After introducing the setting, notations
and basic assumptions (Section 7.4.1), we consider the non-penalized SMP and its excess
risk bounds with respect to the full unrestricted model (Section 7.4.2). Next, we consider in
Section 7.4.3 the Ridge-regularized SMP and its performance, both in the finite-dimensional
context and in the nonparametric one where d may be larger than n. In the latter case, the
bounds only depend on the covariance structure of X and on the norm of the comparison
parameter.

7.4.1 Setting: the Gaussian linear model
Consider the spaces X = R% and ) = R and the family of conditional distributions
F={fo(lz) = N((8,2),0%) : 0 € R} (7.20)

> 0; up to the change of variables ¢y = y/o, we will assume without loss of
generality that o2 = 1. Throughout this section, we consider log-loss with respect to the base
measure = (27)~/2dy on R, so that for § € R% and (z,y) € R% x R:

o, () = ~Tog folyla) = 3 (y — {6,2))7, (7.21)

and hence the risk of fy writes

for some o2

R(fs) = SB[V ~ (6, X))°].

The problem of conditional density estimation in the Gaussian linear model is intimately
linked (but not equivalent) to that of linear least-squares regression, namely statistical learning
with the square loss and a comparison class formed by linear predictors. Let us discuss the
connection and differences between the two problems:

e In the least-squares problem, one is interested in a point prediction of the response y given
the covariates x, or equivalently in an estimate of the conditional expectation E[Y|X] of
Y given X. By contrast, in the setting of density estimation one seeks a probabilistic
prediction of y given x, or equivalently an estimate of the conditional distribution of Y
given X, which includes a quantification of the uncertainty of Y given X.

e When one restricts to proper, within-model estimators (taking values in F), the two
problems are equivalent, as shown by the expression of the loss (7.21).

e On the other hand, in the context of conditional density estimation, the possibility of
using improper (out-of-model) estimators provides more flexibility. As we will see, this
additional flexibility is essential to bypass lower bounds for proper estimators in the
misspecified case.

Let us emphasize that in the context of conditional density estimation, well-specification
refers to the fact that the conditional distribution of Y given X belongs to the model. As
in the unconditional case, we are interested in bounds that do not degrade under model
misspecification, and hence require only weak assumptions on this conditional distribution.
Assumption 7.1 below will be made throughout this section, while further assumptions will
be made in Sections 7.4.2 and 7.4.3 respectively.
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Assumption 7.1 (Finite second moments). We assume that both X and Y are square inte-
grable, namely
E|X|* < 400 and o3 = E[Y?] < 0.

We will denote ¥ = ¥x = E[XX ] the second-order moment matrix, which we will call
(following a common abuse of terminology) the covariance matriz of X, even when X is not
centered. Assumption 7.1 implies that Y X is integrable (by the Cauchy-Schwarz inequality)
and that E[(6, X)?] = (30, 0), so that the risk R(fy) is finite? and equals:

R(fy) = (56.6) ~ (6, E[Y X]) + ;E[V?),

with gradient VR(fy) = X0 — E[Y X]. In particular, whenever ¥ is invertible, the population
risk minimizer f* € F is given by f* = fp« with 0* = L7IE[Y X], while the excess risk of
fo € F writes E(fy) = 5 (|6 — 0*||3. Likewise, whenever the empirical covariance matrix

~ 1 & -
1= Z XX, (7.22)
=1
is invertible, there exists a unique empirical risk minimizer given by

0, = arg min Z:(YZ — (0, X3))> =215, (7.23)

where §n =n! S, Y;iX,;. Hence, whenever f)n is invertible (almost surely), the MLE is
uniquely defined, and equals the ordinary least squares estimator given by (7.23).

7.4.2 The unregularized SMP

In this section, we consider uniform excess risk bounds for unpenalized SMP (¢ = 0) with
respect to the linear Gaussian class F given by (7.20). This setting is relevant when n > d,
especially when little is known or assumed on the optimal parameter 6*. We will work under
the following

Assumption 7.2 (Non-degenerate design). The covariance matrix X is invertible and the
empirical covariance matrix 3, is invertible almost surely.

The fact that X is invertible amounts to assuming that X is not supported in any hyper-
plane of R?. This assumption is not restrictive, since otherwise one can simply restrict to the
span of the support of X, a subspace of R%; we make it merely for convenience in statements
and notations. In addition, a simple induction (see Definition 6.1 in Chapter 6) shows that
Assumption 7.2 amounts to assuming that n > d and that P(X € H) = 0 for any hyperplane
H c R% Note that the latter is granted whenever X admits a density with respect to the
Lebesgue measure. Moreover, as explained in Section 7.4.1, Assumption 7.2 amounts to say
that MLE in the model (7.20) is uniquely determined almost surely.

3The assumption E[Y?] < 400 is not strictly necessary to ensure that R(fp) is finite for some base measure .
Indeed, taking p = N (0, 1), log-loss writes £(fo, (x, 7)) = (0, 2)?/2—y(0, z), and the slightly weaker assumption
that Y X is integrable suffices. We nonetheless take a uniform dominating measure 1 and make Assumption 7.1,
in order to make the connection with the least-squares problem more explicit.
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Once again in this case, SMP leads to an improper estimator, which can be made explicit
and satisfies a sharp excess risk bound. Let us introduce the rescaled empirical covariance
matrix

~ ~ 1 ~ ~ ~
Y, =3"Vy vz o 2 § X, X;'  where X;=%"12X,. (7.24)
n
=1

Note that the rescaled design X, is such that E[)?Z)?ZT] =I;fori=1,...,n. As explained in
Theorem 7.4 below, the excess risk of SMP is connected to the fluctuations of ¥,,.

Theorem 7.4. Assume that Assumptions 7.1 and 7.2 are fulfilled. For the Gaussian linear
family F given by (7.20), SMP is given by

Fale) = N (@ @), (1+ ((00) 2, 2)?). (7.25)

In addition, it satisfies the following excess risk bound:
E[€(F.)] < E[ ~log (1 —{((nS, + XXT)—lx,X>)] < log (1 + %E[Tr(igl)]) . (7.26)

where S, is the rescaled empirical covariance given by (7.24).

The proof of Theorem 7.4 is given in Section 7.7.3 below. The upper bound on the
excess risk depends on the distribution of the design through the term E[Tr(X;!)], namely
through lower relative fluctuations of the empirical covariance matrix f]n with respect to its
population counterpart ¥. Note that this quantity is invariant under linear transformation of
X, Xq1,...,X,.

A key feature of the excess risk bound (7.26) on the SMP is that it only depends on the
distribution of X, and not on the conditional distribution of Y given X. The expected risk of
the SMP is therefore not affected by model misspecification, similarly to what was observed
in Section 7.3 for unconditional densities. This is once again a strong departure from the
behavior of the MLE, as explained below.

Comparison with MLE and proper estimators. As explained above, MLE is given
by f5 , where 6, is the ordinary least-squares estimator (7.23). In the well-specified case,

the minimax risk among proper estimators is achieved by MLE and equals E[Tr(3;1)]/(2n)
(Theorem 6.1 in Chapter 6); hence, the excess risk of SMP is only within a factor 2 of
the minimax risk for proper estimators in the well-specified case, despite the fact that the
model can be misspecified. In the misspecified case, the risk of MLE scales as E(X’y)NP[(Y —
(0%, X))?||I=~Y2X||?]/n up to lower-order terms, and this dependence is unavoidable for any
proper estimator (Proposition 1.6 in Chapter 6). This means that the risk of proper estimators
deteriorates under misspecification, and that the minimax risk among proper estimators is
infinite, since the previous quantity can be arbitrarily large.

Comparison with the well-specified case. One can in fact show that the first bound
in (7.26) on the risk of SMP in the general misspecified case is exactly twice the minimax
excess risk in the well-specified case. This shows that the general excess risk bound for SMP
is intrinsic to the complexity of the problem in this case. Another consequence worth pointing
is that the minimax excess risk in the misspecified case is at most twice that of the well-
specified case.

277



7.4. GAUSSIAN LINEAR CONDITIONAL DENSITY ESTIMATION

Comparison with online algorithms. The minimax regret with respect to the full linear
model is infinite, since regret after the first observation is unbounded. Hence, it is not pos-
sible to obtain any uniform excess risk bound from online-to-batch conversion of sequential
procedures. We discuss non-uniform guarantees in Section 7.4.3.

Link with leverage scores. It is worth noting that the first part of the upper bound (7.26)
has a natural interpretation. Indeed, the quantity ((nﬁn +XXT)"1X, X) is the leverage score
of X in the sample Xi,...,X,,X. This means that the excess risk of SMP can be upper
bounded as

n+1 —1
E[E(fn)] <E[—log(l —y11)], where £p41 = <<ZXZ-XJ> X1, Xn+1>
i=1

is the leverage score of one sample distributed as Px among n+1. Intuitively, the more uneven
the leverage scores are, the harder the prediction task will be, since the optimal parameter in
the model will effectively be determined by smaller number of points and hence have larger
variance.

Upper bounds. A first upper bound on the risk of the SMP can be obtained from (7.26)
in the case of Gaussian covariates: when X ~ N(0,%), so that X ~ N(0,I), we have
E[Tr(X; Y] = nd/(n—d—1) (Anderson, 2003; Breiman and Freedman, 1983), giving an upper
bound of log(1 + d/(n —d — 1)) for SMP.

We now discuss extensions to more general distributions Px of covariates. By the law of
large numbers, one has ¥, — I as n — oo and thus Tr(X!) — d almost surely. Hence,
one can expect that the excess risk bound (7.26) of the SMP scales as d/n + o(1/n). In order
to turn this into an explicit, non-asymptotic bound, we need to control the lower tail of X,,.

This requires some conditions on the distribution of X, in order to ensure even finiteness of

E[Tr(X,H)):

Assumption 7.3 (Small ball). There exist constants C' > 1 and a € (0, 1) such that, for any
hyperplane H ¢ R and t > 0,

P(dist(S7Y2X, H) < t) < (Ct)*. (7.27)

Assumption 7.3 quantifies Assumption 7.2, which states that P(X € H) = 0 for any
hyperplane H C RY. It is equivalent to P(|(f, X)| < t[|0]|s) < (Ct)* for every § € R and
t € (0,1). This condition is a strengthened version of the small-ball condition considered by
Koltchinskii and Mendelson (2015); Mendelson (2015); Lecué¢ and Mendelson (2016), which
amounts to requiring this for a single ¢ < C~!. A matching lower bound to (7.27) holds with
a =1 and C' = 0.025 for any distribution of X when d > 2 (Proposition 6.4 in Chapter 6).

Assumption 7.4 (Kurtosis). E||X~1/2X||* < kd? for some x > 1.

Assumption 7.4 is a bound on the kurtosis of ||X~1/2X]|, since E||X~/2X|? = d. It is
weaker than the following L?>~L* equivalence for one-dimensional marginals of X: (E(X, 6)*)1/* <
rYAE(X,0)2)1/2 for all § € R? (Oliveira, 2016), and a significantly weaker requirement on X
than a sub-Gaussian assumption (Vershynin, 2012).
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Corollary 7.1. Suppose that Assumptions 7.1, 7.2, 7.3 and 7.4 hold, and let fn be the SMP
given by (7.25). Then, denoting C' = 28C*e!*™9/® for n > min(6d/a, 121og(12/a)/a) we
have

d

E[e(f)] < 5 (1+ c’“d) . (7.28)

n

The proof of Corollary 7.1 is given in Section 7.7. It is a direct consequence of Theorem 7.4,
together with an upper bound from Chapter 6 on the excess risk of the ordinary least-squares
estimator in the well-specified case. The bound (7.28) deduced from Theorem 7.4 scales as
d/n+ O((d/n)?) as d = o(n), with exact first-order constant and order-optimal second-order
term O((d/n)?). The most technical argument is provided in Chapter 6, where a tight control

on the smallest eigenvalue of 3, and on E[Tr(X1)] is obtained under Assumptions 7.3 and 7.4.

7.4.3 Ridge-regularized SMP

In the previous section, we considered uniform excess risk bounds with respect to the full
Gaussian linear model F. We now turn to non-uniform bounds over F, where some dependence
on the comparison parameter § € R is allowed. Such guarantees are relevant when uniform
bounds over F are not possible, which occurs either when d > n, or when the distribution of
covariates X does not satisfy the regularity condition (Assumption 7.2 or 7.3) ensuring finite
minimax risk.

Specifically, we investigate excess risk bounds with respect to balls of the form Fp = {fp :
|16]] < B} for some B > 0. For this purpose, we will consider SMP with Ridge regularization
#(0) = A||6]|?/2 for some A > 0. One advantage of the bounds obtained in this setting is that
they remain meaningful in the nonparametric setting where d may be larger than n.

The upper bound from Theorem 7.5 below does not explicitly depend on the dimension
d, but only on the covariance matrix ¥ and on ||@]|. It extends readily to the case where R?
is replaced by a Reproducing Kernel Hilbert Space (RKHS) H, but we keep R? in order to
keep the setting and notations consistent with those of Section 7.4.2. We work in this section
under the following assumption.

Assumption 7.5 (Bounded covariates). || X|| < R almost surely for some constant R > 0.

Assumption 7.5 is automatically satisfied for instance in the Reproducing Kernel Hilbert
Space (RKHS) setting, where the features = are of the form 2 = ®(z') where 2’ € X’ is an
input variable in some measurable space X’ and ® : X’ — R? a measurable map such that
the kernel K : X' x X’ — R given by K(2/,2") = (®(2'), ®(2")) is bounded: K < R2.

Recall that we consider the family F = {fs(-|z) = N ({0, z),1) : § € R%}, together with
the Ridge penalization ¢ () = A||0]?/2 for some A > 0. Let

~ (1 A - P
O, := arg min { > U o, (X3, V7)) + \|e|y2} = (X, + M)7LS,
fcRd n i=1 2

denote the Ridge estimator, where we recall that S, =n"! S XX, and S, =n! oYX,
and let us also define

n+1
n

S =nS, +azr +An+ DI, Kf=(S%)"' and N = A
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We also introduce the degrees of freedom of the Ridge estimator (Wahba, 1990; Friedman
et al., 2001; Wasserman, 2006), given by

df\(2) = Tr[(Z + Ay) 'Y, (7.29)

and note that
dfy () < Tr[(Z + M) N + M) =d. (7.30)

Theorem 7.5. Let A > 0. The penalized SMP (7.14) with penalty ¢(0) = %HGHQ is well-defined
and writes frn(-|x) = N (fix(x), 53 (x)), where

-1

a0 = (1= [l % + Miel. ) (7.31)
and
ﬁ)\(x) = <9)\/7n,1‘> — )\5)\(1‘)2<9)\/7n,.%'>f(§. (7.32)
In addition, under Assumptions 7.1 and 7.5, we have
= . A dfA(2)
E — inf ZloN?t <1.25- :
[R(7n)] = inf {R(fo) + 5 00° } < 1.25- 725 (7.33)

for every A = 2R%/(n + 1), where df\(X) is given by (7.29).

Although the space of parameters is finite dimensional (of dimension d), the bound (7.33)
is “non-parametric” in the sense that it does not feature any explicit dependence on d; rather,
it only depends on the spectral properties of ¥ through dfy(X). In particular, it remains
nonvacuous even when d >> n; in fact, as mentioned above, Theorem 7.5 remains valid (with
the same proof, up to minor changes in terminology and notations) in the case of an infinite-
dimensional RKHS.

Let us now discuss some consequences of Theorem 7.5.

e Finite-dimensional case. Since dfy(X) < d (see (7.30)), Theorem 7.5 entails, for A =
2R?/(n + 1), that

ER(Fan)] — inf R(fy) < L2205 B

7.34
16]l<B = n+1 (7.34)

for every B > 0. This gives an excess risk bound of O((d + B2R?)/n). Proposition 7.3
below further refines this finite-dimensional bound.

o Slow, dimension-free rate. Since dfy(X) < Tr(X)/A < R?/) for A > 0, Theorem 7.5
yields, for every A\ > 2R?/(n+ 1) and B > 0,

~ 1.25R? AB? 2BR B2?R?
E »)] — inf < < ;

in
lel<B

where the second inequality is obtained with A = max(2R?/(n + 1),2R/(Bv/n + 1)).

This corresponds to the standard nonparametric slow rate for regression, except that it

does not depend on the range of Y. This requires no assumption on the covariance 3,

aside from the inequality Tr(X) < R? implied by the assumption || X|| < R.

(7.35)
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e Nonparametric case. More precise results can be obtained in terms of spectral properties
of ¥. Let b be the rate of decay of the eigenvalues of ¥, such that dfy(X) = O(A~1/%).
Then, Theorem 7.5 yields

E[R(fan)] = inf R(fo) <O

A~ L/b
(B +AB?) = (B 0n /050 (7.36)

for X < (B?n)~%®+1)  This matches the minimax rate for regression with unit noise
over balls of RKHSs in the well-specified case, without additional assumptions on 6
(Caponnetto and De Vito, 2007).

In the finite-dimensional case where n > d, one can improve the quadratic dependence on
the norm B = ||0||. This yields bounds that are appropriate when the covariate distribution
is possibly degenerate, in the sense that Assumption 7.2 does not hold, so that excess risk
bounds uniform in 6 are no longer achievable.

Proposition 7.3. Grant Assumptions 7.1 and 7.5. Then, for any B > 0, the Ridge-SMP fv,\n
of Theorem 7.5 with A = d/(B*(n + 1)) satisfies

= : 5dlog (2+ BR/Vd)
E[R(Sn)] - eer{dl:nufeugB R(fo) < n+1 '

(7.37)

This bound is of order O(dlog(BR/+/d)/n). This improves a bound obtained by Kakade
and Ng (2005) (with optimized parameters, and after online-to-batch conversion) of O(dlog(B2*R?n/d)/n)
from the sequential setting through Bayesian mixture strategies, by removing an extra O(logn)
term.

Remark 7.2 (Parameter scaling). The previous results are valid for arbitrary parameters
BR,d,n. In order to make these bounds more concrete, we now discuss some natural scaling
for the norm BR. Consider the finite-dimensional case where n > d, and assume that X
is well-conditioned, in the sense that ¢ := [|Zlop - [E7!op = O(1). This means that X is
approximately isotropic, or equivalently that the chosen norm on R? does not favor specific
directions, but rather controls signal strength ||0||s =< ||0||; this can be ensured in practice by
rescaling covariates. Also, assume that ||X~/2X|| < pv/d for some p > 1, a bounded leverage
condition (Hsu et al., 2014), and let 1 := ||0||s, = E[(#, X)?]'/? denote signal strength. Then,

1611 1XIF < NS lop - 1Z126]] - 152 l0p - 1712 X]| < /2oy,

so that BR < c/?py/d = O(\Vd).

On the other hand, one can have BR < v/d: this occurs in the “nonparametric” case where
Y. has eigenvalue decay, and @ lies close to the space spanned by the leading eigenvectors of
¥; in this case, dfy(X) < d, and it is beneficial to replace d by df(X) as in Theorem 7.5.

We close this section by pointing out that, in the well-conditioned finite-dimensional regime
where BR = O(V/d), the bounds (7.34) and (7.37) both yield a O(d/n) guarantee, while the
latter has an improved dependence on signal strength.
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7.5 Logistic regression

In this section, we consider conditional density estimation with a binary response, using the
logistic model. Section 7.5.1 introduces the setting. We consider the unpenalized SMP (¢ = 0)
in Section 7.5.2 and contrast its predictions with those of MLE. In Section 7.5.3 we introduce
the Logistic SMP procedure with Ridge penalization, and establish a non-asymptotic bound
on its excess risk.

7.5.1 Setting

We consider binary labels in ) = {—1,1}, with counting measure p = &y + 01, while ¥ = R%.
The logistic model is the family of conditional distributions given by

F={fgp:0 R}, where fy(llz):=1— fo(—1|z)=0c((0,z)) (7.38)

for any = € RY, with o(u) = e*/(1 + e*) for u € R the sigmoid function. Since o(—u) =
1 — o(u), one simply has fo(y|z) = o(y(0,z)) for z € R? and y € {—1,1}. The log-loss of
fo € F at a sample (z,7) € R% x {—1,1} writes

U(fo, (x,y)) = —log fo(ylz) = log(1 + e ¥'"")) = £(—y(6, ), (7.39)

where we introduced the logistic loss £(u) = log(1+€*) for u € R. Let (X,Y) have distribution
P on R% x {—1,1}, such that E||X|| < 4+oc. Since #(u) = o(u) € [0,1] for any u € R, we
have 0 < 4(u) < log2 + |ul so that £(=Y (6, X)) <log2+ ||6]|||X]|, and the risk of fp, namely

R(fo) = E[£(=Y (0, X))], (7.40)

is well-defined. Given a sample (X;,Y;), 1 <i¢ < n, a MLE 0, is given by

n

~ 1
0, € argmin — » ((=Y;(0,X;)), (7.41)
geRd T ;

A MLE (7.41) does not always exist, and may not be unique. Indeed, it is well-known (see
Candés and Sur, 2018 for recent results on this topic in the high-dimensional regime) that
there is no MLE (7.41) whenever the sets {X; : ¥; = 1} and {X; : Y; = —1} are strictly
linearly separated by a hyperplane, namely when one can find § € R? such that Y;(, X;) > 0
for all i = 1,...,n (indeed, in this case the empirical risk of 6 converges to 0 as t — +o0,
while the empirical risk is positive on R?). In addition, when a MLE exists in R%, one can
see that it is unique if and only if V = span(X1,...,X,) = R% in this case, the empirical
risk is strictly convex on R? since £: R — R is.

It is convenient to enrich the class F given by (7.38) to ensure existence (though not
uniqueness) of MLE in the separated case. Specifically, define the model F obtained by
adding to F the conditional densities fo g for § € RY, ||0] = 1, defined by foog(1]z) = 1 if
(0,z) >0, 0if (§,2) <0 and 1/2 if (§,z) = 0. Denote by © the parameter space obtained by
adding to R elements of the form (0o, #). We note that MLE exists in F in the separated case,
although it is not unique since it depends on the choice of a separating hyperplane defined by
0. Given a choice of MLE, we let

é;(lm’y) = arg min { Zﬁ(fg, (Xi,Y3)) + £ fo, (a:,y))} (7.42)

#cO i=1
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for any (z,y) € R x {~1,1}. Tt is also convenient to let Z; = —Y;X;; then, one has 55?’3’) =
0, %%, where for z € R? we define (with a slight abuse of notation for § € © \ R%)

~

07 = argmin { S0, Z:)) + 040, z))} . (7.43)

fco i=1

7.5.2 SMP for logistic regression

Let us now instantiate SMP as well as Theorem 7.2 to the logistic family.

Proposition 7.4. For the family of logistic conditional distributions (7.38), SMP writes

_ Fiww (yl2) (O, yx))
- _ $ _ 7.44
fa(ylz) Foen (U2) + Foen (—112) — o((GFD, 29) + o (05, —a)) (7.44)

for every x € R and y € {=1,1}. Unlike the MLE (7.42), SMP is always well-defined and
unique. We always have that f,(y|z) € (0,1) and it does not depend on the choice of a MLE
in the linearly separated case. In addition, it satisfies the following excess risk bound:

E[£(f)] <Ezpz[0(6,7.2)) — o (07, 2))]. (7.45)
where Z1, ..., Zy, Z are i.i.d. variables distributed as —Y X.

The proof of Proposition 7.4 is given in Section 7.7.4 below. Unlike MLE, SMP is always
well-defined and outputs predictions in (0,1). Indeed, the numerator in (7.44) belongs to
(0, 1], and whenever the points Y1 X7, ...,Y,X,,yx belong to a half-space (so that MLE does
not exist in RY), we have f5w (ylz) =1, so that the prediction of SMP is well-defined and

does not depend on the choice of MLE in (7.42), see the proof of Proposition 7.4 for details.

Comparison with MLE. SMP corrects a well-known deficiency of MLE, which tends to
produce overly confident and ill-calibrated predictions (Sur and Candés, 2019). To emphasize
this effect, consider the case of a point x for which the virtual datasets (X1, Y1), ..., (Xy, Yy), (z,9)
are separated for both y = —1 and y = 1. Then, the prediction ﬁl(llac) of an MLE fn cF
can be either 1 or 0, both being possible depending on the specific choice of separating hyper-
plane. Hence, in this case the prediction of MLE is both highly confident and dependent on
an arbitrary choice. By contrast, in this situation SMP gives equal probability 1/2 to both
classes, reflecting the uncertainty for such points z.

A non-Bayesian approach to calibration. As for the Gaussian linear model (Section 7.4),
SMP returns more uncertain conditional distributions for input points « with high “leverage”,
namely strong influence on the prediction of MLE at this point. This provides a simple and
natural approach to calibration of probabilistic predictions for logistic regression, which does
not rely on Bayesian methods. Such an approach is appealing on computational grounds, since
the prediction f(:|z) of SMP is obtained by solving two logistic regressions (7.42), bypassing
the need for approximate posterior sampling.
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Comparison with stability approaches. Approaches based on stability of the loss (Bous-
quet and Elisseeff, 2002; Shalev-Shwartz et al., 2010; Srebro et al., 2010; Koren and Levy,
2015) would lead to a control of the excess risk involving £({6, 2. 7)) — ({67, 7)), while
Proposition 7.4 involves o ({074, Z)) — o ({67, Z)), where we recall that £(u) = log(1 +¢e%) and
o(u) =1/(1+e*). Whenever v’ ~ u > 1, we have £(u') —l(u) ~ ¢'(u)- (v —u) = v —u, while
o) —o(u) =o' (u) (v —u)~e ™ (v —u). In this case, the SMP bound is exponentially
smaller than the loss stability bound. This roughly explains why we are able to remove terms
of order eP® from our upper bound on the excess risk of SMP, provided in the next section.

7.5.3 Excess risk bounds for Ridge-regularized SMP

In order to obtain explicit and precise non-asymptotic guarantees, we consider a Ridge-
regularized variant of SMP for logistic regression. Specifically, for A > 0 we consider the
penalty ¢(6) = A||0]|?/2. The corresponding penalized SMP can be computed as follows: for
every z € R%, let

0% = arg min{

perd (1 +1

n
A
(D e, z) + 0(19,2)) ) + 2|e||2} . (7.46)
i=1
Note that gf\ n € R exists and is unique, since the regularized objective in (7.46) is strongly

convex, hence strictly convex and diverging as [|0|| — +o0. As before, we let g()ff) = 5;%“” for

(z,y) € R? x {~1,1}. Now, following Theorem 7.2, the regularized SMP writes in this case

e oD 2) oI 112/2 .
A,TL y r)= T : P .
(B0, ) e M I g (@0 ) eI 2

for any (z,y) € R% x {—1,1}, and comes as before at the cost of two ridge-regularized logistic
regressions.

We will work under Assumption 7.5, namely || X|| < R almost surely, as in Section 7.4.3
for the Gaussian linear model. Our main guarantee for Ridge-regularized SMP is stated in
a nonparametric setting, where dependence on the dimension d is kept implicit through the
degrees of freedom (7.29).

Theorem 7.6. Grant Assumption 7.5, and assume that A > 2R%/(n + 1). Then, the Ridge-
reqularized logistic SMP given by (7.47) satisfies
~ dfn(2) A
E[R(Fy)] < R(fp) + - TREL L A (7.4

n
for every 0 € R?, where we recall that df\(X) = Tr[(X 4+ AI)~13].

The upper bound (7.48) is a fast rate excess risk guarantee; it is worth noting that it only
requires bounded covariates (Assumption 7.5). In particular, it requires no assumption on
the conditional distribution of Y given X. Furthermore, when the feature X comes from a
bounded kernel (see the discussion in Section 7.4.3 above), the bound (7.48) is valid under no
assumption on the distribution of (X,Y).

We note that Marteau-Ferey et al. (2019) established nonparametric fast rate guaran-
tees akin to (7.48) for the Ridge-regularized estimator in the well-specified case. Compared

284



CHAPTER 7. AN ESTIMATOR FOR MISSPECIFIED DENSITY ESTIMATION

to (7.48), their bias term, while also equal to AB? under the sole assumption ||f]| < B, can
be further improved under stronger assumptions on 6 (namely, faster coefficient decay, or
source condition, Caponnetto and De Vito, 2007). On the other hand, this result relies on
the assumption of a well-specified model, and under our general assumptions such rates would
exhibit exponential dependence in BR (Hazan et al., 2014).

Since df ) (X) < d for every A\, we deduce the following result in finite dimension.

Corollary 7.2. Under Assumption 7.5, the Ridge-reqularized logistic SMP J?/\m (7.47) with
A =2R?/(n+ 1) satisfies, for every B > 0,

BIR(Fu)] - inf R(jp) < S9F B (7.49)

lol<B n

Note that under the well-conditioned scaling of dimension d with constant signal strength,
namely BR = O(V/d) (see Remark 7.2 from Section 7.4.3), Corollary 7.2 yields an excess risk
of O(d/n).

Bypassing a lower bound. Under Assumption 7.5, Corollary 7.2 leads to an upper bound
for Ridge SMP of O((d + B?R?)/n) with respect to the ball ||| < B. By contrast, Hazan
et al. (2014) showed a lower bound for any proper estimator (including the norm-constrained or
Ridge-penalized MLE, or any stochastic optimization procedure) of order min(BR//n, deBf /n)
in the worst case. We note that SMP is an improper estimator, as the log-odds ratio
log(fan(1|z)/fan(—1|z)) is nonlinear in x, and that it bypasses the lower bound for proper
estimators.

A practical improper estimator. Fast rates of order O(dlog(BRn)/n) are obtained by
Kakade and Ng (2005); Foster et al. (2018) under Assumption 7.5, by applying online-to-offline
conversion (averaging) to a Bayes mixture sequential procedure, with prior on € uniform over
the ball of radius B (Foster et al., 2018) or Gaussian (Kakade and Ng, 2005). This bound has an
even better dependence on B (logarithmic instead of quadratic) than Corollary 7.2, although
it also has a slightly worse dependence in n (additional logn factor); Theorem 7.6 additionally
replaces d by dfs)(X). The main advantage of SMP over Bayes is that it is computationally
less demanding: it replaces a problem of posterior sampling by one of optimization, since it
requires training two updated logistic regressions, starting for instance at the Ridge-penalized
MLE. Therefore, we partly answer an open problem from Foster et al. (2018), about finding
an efficient alternative with fast rate, at least in the batch statistical learning case. We note
however that SMP is still more computationally demanding at prediction time than MLE,
because of the required updates of the logistic risk minimization problem.

Overview of guarantees for logistic regression. Logistic regression with bounded fea-
tures ||.X|| < R over the ball Fp = {fy : ||0|| < B} is (when restricting to proper estimators) a
convex and R-Lipschitz stochastic optimization problem over a bounded domain. This implies
that a slow rate of O(BR/+/n) can be achieved by properly-tuned averaged projected online
gradient descent (Robbins and Monro, 1951; Zinkevich, 2003; Shalev-Shwartz, 2012; Bubeck,
2015; Hazan, 2016), Ridge-regularized ERM over R (Bousquet and Elisseeff, 2002; Sridharan
et al., 2009), or (as a linear prediction problem) constrained ERM over Fp (Kakade et al.,
2009; Bartlett and Mendelson, 2002; Meir and Zhang, 2003). Under the same assumptions,
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the logistic loss is e Bf-exp-concave over Fp, implying that a rate of O(de®®/n) can be

achieved (up to potential logn factors) through the (averaged) Exponential Weights (Hazan
et al., 2007; Vovk, 1998) or Online Newton Step algorithms (Hazan et al., 2007; Mahdavi
et al., 2015), as well as ERM over Fp (Koren and Levy, 2015; Gonen and Shalev-Shwartz,
2018; Mehta, 2017). The improved dependence on n in this bound is typically outweighed
by the prohibitive exponential dependence on parameter norm. As mentioned before, a lower
bound of Hazan et al. (2014) shows that, without further assumptions, no proper (within
model F) estimator can improve over the O(min(BR/\/n,deP®/n)) guarantee. In order to
bypass this lower bound, one has to resort to improper procedures (Foster et al., 2018). This
is the approach taken by Foster et al. (2018); Kakade and Ng (2005) and ourselves, enabling
improved guarantees without further assumptions, as discussed above.

Another line of work (Bach, 2010, 2014; Bach and Moulines, 2013; Ostrovskii and Bach,
2018; Marteau-Ferey et al., 2019) studies the behavior of specific (within-model) estimators,
such as Ridge-regularized MLE or stochastic approximation procedures, in a distribution-
dependent fashion. A key technique in these refined analyses is the use of (generalized) self-
concordance of logistic loss, introduced by Bach (2010), namely a control of the third derivative
in terms of the second. Following progress in Bach (2010, 2014), Bach and Moulines (2013)
introduces a stochastic approximation algorithm with excess risk O(p*d(BR)*/n), where p
is a distribution-dependent curvature parameter. This bound eliminates dependence on the
smallest eigenvalue of Hessian at the optimum (Bach, 2014), but does not lead to the correct
scaling in the finite-dimensional case with BR = O(\/E), or in the nonparametric setting due
to dependence on d instead of dfy(X) (see Remark 7.2). In finite dimension, a tight non-
asymptotic guarantee for MLE is obtained by Ostrovskii and Bach (2018), with an excess
risk of O(deg/n) for n 2 max(pdesr, dlogd), where dog denotes the effective dimension char-
acterizing the asymptotic risk of MLE (7.3). These results are extended by Marteau-Ferey
et al. (2019) in the well-specified nonparametric setting, with sharp risk bounds for the Ridge-
regularized MLE. In the worst case, the distribution-dependent constants p and deg scale with
ePE (Bach and Moulines, 2013), although they can be much smaller for more favorable dis-
tributions. Despite the difference in assumptions, from a technical point of view, our analysis
of the bound on the SMP excess risk also uses self-concordance.

In addition to these non-asymptotic analyses, a recent line of work (Sur and Candes, 2019;
Barbier et al., 2019; Candés and Sur, 2018) studies logistic regression under high-dimensional
asymptotics where d =< n. This asymptotic approach differs from the non-asymptotic one in
that it provides an exact characterization of the error, but under highly specific distributional
assumptions (well-specified model and Gaussian or jointly independent features).

7.6 Conclusion

In this chapter, we derive excess risk bounds for predictive density estimation under logarith-
mic loss, which hold under misspecification. Minimizing these excess risk bounds naturally
leads to a new improper (out-of-model) procedure, which we call Sample Minmaz Predictor
(SMP). On several problems, we show that the resulting bound, which is based on a refinement
of the stability argument tailored for the logarithmic loss, scales as d/n, irrespective of the
true distribution. This contrasts with estimators taking values within the model, whose perfor-
mance typically degrade under misspecification, where it exhibits unbounded constants. This
estimator provides an alternative to approaches based on online-to-offline conversion (Barron,
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1987; Catoni, 2004; Cesa-Bianchi et al., 2004; Audibert, 2009) of sequential procedures, whose
rates feature an additional logarithmic dependence on sample size, and may be infinite for
unbounded models.

We apply SMP to the Gaussian linear model. In this case, SMP can be described ex-
plicitly, and achieves in the general misspecified case at most twice the minimax risk in the
well-specified case, for every distribution of covariates. We then consider a Ridge-regularized
variant, which achieves nonparametric fast rates, as well as a bound with a logarithmic de-
pendence on the diameter of the comparison class in the finite-dimensional case.

We then consider logistic regression. Here, (Ridge-penalized) SMP is a simple explicit
procedure, whose predictions can be computed at the cost of two logistic regressions. From a
statistical perspective, it achieves fast excess risk rates even for worst-case distributions; such
guarantees are known to be out of reach for any proper procedure (Hazan et al., 2014). In
the batch i.i.d. case, this provides a more practical alternative to the improper estimator from
Foster et al. (2018), which relies on Bayesian mixtures, thereby partly addressing an open
question from this article. This work leaves a number of open problems and future directions:

e First, the excess risk bounds in this chapter only hold in expectation, and not with
exponential probability. This limitation is shared by procedures relying on online-to-
batch conversion (Catoni, 2004; Audibert, 2008, 2009; Foster et al., 2018). In particular,
the high-probability bound stated by Foster et al. (2018) for a procedure based on a
“confidence boosting” technique from Mehta (2017) appears to be incorrect: specifically,
Equation (17) herein is obtained by applying Markov’s inequality to the excess risk;
however, this quantity can take negative values since the predictor is outside the class.
Designing procedures that achieve high (exponential) probability excess risk bounds that
do not degrade under model misspecification is an interesting direction for future work.

e Second, it could be interesting to adapt the proposed method to online logistic regression,
with a regret bound for individual sequences. We believe this to be feasible by adapting
the procedure and proof technique, and leave this task to future work.

e Another possibility is to apply SMP to other (conditional or otherwise) models beyond
the Gaussian linear and logistic ones considered here, such as generalized linear mod-
els (McCullagh and Nelder, 1989), or (even in the logistic case) nonparametric classes
beyond the RKHS balls considered here.

e Finally, Theorem 7.3 shows that in the Gaussian model, the Bayes predictive posterior
under uniform prior equalizes excess risk over all distributions in the misspecified case.
This reveals the critical role of averaging under misspecification, where it can mitigate
slower posterior concentration rate. It would be interesting to extend this finding to other
models, and investigate conditions on the model and prior under which uniform non-
asymptotic bounds (such as Theorem 7.3 or our guarantees for SMP) hold for Bayesian
methods.

On a more general note, statistical learning with logarithmic loss (that is, misspecified
Kullback-Leibler density estimation) possesses specific properties, which can be exploited to
obtain more precise results than generic approaches applicable to general loss functions (which
often suffer from the unboundedness of logarithmic loss). This has been exploited successfully
in the sequential case where cumulative criteria are considered (Merhav and Feder, 1998;
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Cesa-Bianchi and Lugosi, 2006); while the present work provides similar guarantees for the
statistical learning setting, we expect that further advances are possible on this subject.

7.7 Proofs

7.7.1 Proofs of general excess risk bounds (Section 7.2)

Proof of Theorem 7.1. Let Z7', Z denote n + 1 i.i.d. variables distributed as P. We have

E[E4(Gn)] = Ezr 2[l(gn, Z)] — }IGI;EZ?,Z [n 1 { Z% [ Zi) + Ly (f, )H

:EZ{E,Z[E(@\MZ)]_EZ{L,Z|:}2§__TL+ {Z% (f, Zi) +44(f, Z)H A

where we denoted

3= sl { Revzreral]-e[p s {Laraeral] o
(7.50)

In particular, by definition of f:fn,

EE0(0)] + An = Bz 630, 2) ~ — [Z@, Fon 24w 2)] . 050

Since the distribution of the ii.d. sample (Z1,...,2Zn,Z) is preserved by exchanging Z and
Z;, we have E[%(fﬁw Zi)] = E[ﬁqg(f(fn, Z)| fori=1,...,n (recall that f¢Zn is chosen symmet-
rically in Z1,...,Zy,, Z). Hence, (7.51) becomes

E[E4(Gn)] + An =Ezp 2[0(Gn, Z) — s( [0, Z))
= Ezp xEy|x [£(n(X),Y) — Eqb(f(XY (X),Y)]
<Ezpx[sup (63,0 ) L7005
ye

which implies the bound (7.10) since A,, > 0. The remaining claims follow directly. O

Proof of Theorem 7.2. In the case of the logarithmic loss ¢(p, (z,y)) = —logp(y|x), we have
for every density p on Y and x € X:

fi yl)e

sup {4(p,y) — ¢ fl;;y ,Y) = suplog fon . 7.53
yey{ olfon” @)} yey p(y) (r5%)

Now, Theorem 7.2 follows from Theorem 7.1 together with Lemma 7.1 below, where we
consider g(y) = f xTILy (ylx)e™ ), O

Lemma 7.1. Let g : Y — [0, +00] be a measurable function such that fy gdp € RY. Then,

P yey  py)

inf sup log oly) _ log ( /y g(y)u(dy)) 7 (7.54)
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where the infimum in (7.54) spans over all probability densities p : Y — R with respect to p,
and the infimum is reached at
* g
pr= . (7.55)
fy gdp

Proof. For every density p, denote C(p) = sup,cylogg(y)/p(y). By definition, p(y) >
e=“®g(y), so that since p is a density

1= /y p(y)p(dy) = e €@ /y g(y)u(dy),

so that C'(p) > log (fy gdu). Since C(p*) = log (fy gdu), this concludes the proof. O
We will sometimes also use the following observation:

Lemma 7.2. The expected excess risk of the SMP is equal to:

~ 2Y)
E[£5(fon)] = Ezp,x |log / D x)e Biu(dy))] - A, (756)
where, letting Z1, ..., Zny1 be i.i.d. sample from P and f* a risk minimizer (when it exists),
n+1 n+1 N
A, = fE Lo(f, Zi) L ntls Zi
n+1}gf [Z s(f Z; ¢(fon+1 )]
= (7.57)

n+1 n+1 R
[Z% F5Zi) =Y bo(fontrs Zi)} :
i=1

Proof. This follows from the fact that inequality (7.52) is an equality when g, = ﬁgn (see
Lemma 7.1). O

7.7.2 Proofs for density estimation (Section 7.3)

Proof of Proposition 7.1. Since the MLE f, writes fn(y) = Ny, (y)/n, we have for every y € Y-

futy) = 220 o) 41, (7.59
so that, since > ), No(y) =n, ]
> rlw) = 2= (759

yey

It proves that the SMP f, (7.14) is the Laplace estimator (7.16) and that the excess risk

bound (7.15) becomes E[E(f,)] < log Zi‘f < &1L (since log(1 +u) < u for u > 0). O

Proof of Proposition 7.2. First, let us prove that a risk minimizer fp« 5, € F exists if and only
if E||Y]| < 400 and that #* = E[Y] in this case. Let u be the distribution A/ (0,X), and define
the log loss with respect to p. Then, for every 8,y € R%, ((fox,y) = —(2710,y) + 3|03,
Assume that there exists 0 € R? such that E[¢(fpy95,Y) — £(fo-5,Y)] is well-defined and
in [0, +00] for every § € R This implies that E[({(fpryox,Y) — £(fox,Y))-] < +o0, and
hence that E[((3716,Y))_] < +oo. Taking § = £Xe; for 1 < j < d (where (ej)1<j<a is
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the canonical basis of RY), this implies that E|Y;| < 400, and hence that E||Y|| < E||Y|; =
2?21 E[|Y;]] < 4+00. Conversely, if E||Y]|| < +o0, so that E[Y] € R? exists, then for every 6 €
4 R(fox) =E[l(fos,Y)] = —(E710,E[Y]) + 36" £710, which is minimized by §* = E[Y].
We now proceed to determine the SMP and establish the excess risk bound (7.18). The
MLE is fy, s = N(Y,,%), so that for y € R, 7y = fgu 5 with oy = % Since y — 0% =
iy — Y;,), we have, considering densities with respect to the measure (27)~%2dy:

fau(y) = (det )~ exp ( — %Hy — 05 )
— (dotm) 2 exp (- %(n . 1) Iy = Va3 )
= (det ) "/2 det((1 + 1/n)?x)"/? I3, (41 /my2s ()

1\d
= (1+2) Foasmes®) (7.60)

so that (after normalization) f, = N(Yy, (1 + 1/n)2%) and

1\¢d 1\d
—d/2 _ - _ —d/2 _ -
Jo e a= [ (14 ) S s = (1 ) @on
which yields the excess risk bound (7.18) using Theorem 7.2.

Now, assume that the model is well-specified, namely Y ~ N (6%, %) for some 6* € R
Using Lemma 7.2, we have

E[£(J.)] = E|log (Ld fay)(@m)~2dy )| - A, = dlog (1+ %) — A,
where A, is defined as in (7.50), i.e
n+1 n+1
[Ze oo ¥~ it ;e(fe,z,m]

n+1 1 n+1 :|

LS o - A S v
E[[|Vos1 — 67151

T (ST E[(Fart — 07) (a1 —07)7])

B
+
}—‘

l—|

[\D\P—‘[\D\H[\DM—‘ w\r—t

=
~~

7

X

1
x) = _d
n+1 2(n+1)
where we used the fact that E[(Y —60*)(Y —6*)T] = X. It follows that E [5(};)] =dlog (14 1/n)—
d/(2n) < d/(2n), which completes the proof of Proposition 7.2. O
Proof of Theorem 7.3. Define the densities and the log-loss with respect to the measure (27r)*d/ 2dy
on R?. For every 62 > 0, # € R and y € R%, we have

d 1 1 2
U(fpo2s,y) = —log fp2x(y) = 5 logo® + 5 logdet(%) + o—|ly — 0]

2 202
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so that, denoting #* = E[Y] and Sy := E[(Y — 6*)(Y — 6*)T], we obtain

d
R(fy ) — 5 logdet(s) = S logo® + 5 SB[V~ 0]% ]

d 1 * — * *
= 5 logo® + 5500 [ +T‘2ETr(E My —om)(v —69)")

d 1 12 1 -
= 5 10g0'2 + T‘-QHH — 9 H271 + T‘QT‘T(E 12}/’)
so that
E(fo,o2n) = R(fpo2x) — R(fo )
d 1 w12 1,1 _
= Slogo? + [0 = 0[5 + 5 (o5 — 1) (=), (7.62)
Now, since
\/ * — \/ *\ (V) * T 2_12
E[[[¥n - 0 [3-] = (ST [(Fa - 0)(Va - 6)7]) = r(nY)
equation (7.62) implies that, for 02 = 1+ 1/n,
d 1 1\ 1 d 1
E[E(fy, g2x)] = 5 logo® + 5 [(1 + 5) = - 1}Tr(2_12y) — 5 log (1 + ﬁ) . (7.63)

In order to conclude that f, = N(Y,,, (1+1/n)Y), which has constant risk, achieves minimax
excess risk over the class of distributions of Y Wlth finite variance, it suffices to note that fn
achieves minimax excess risk for Y a Gaussian from {N(6*,%) : * € R} (i.e., in the well-
specified case). Indeed, if Y ~ N (6%, %), then £(f) = KL(N(6*,X), f) for every density f, and
Jn achieves minimax KL-risk on the Gaussian location family (Ng, 1980; Murray, 1977). O

7.7.3 Proofs for the Gaussian linear model (Section 7.4)

Proof of Theorem 74 Let us first recall that F = {fy(y|lz) = N ({0, 2),1) : 0 € Rdj and that
Sp=n"! S XX, and Sp=n""! >, YiX;. The MLE is glven by 6, = E 1S, and, for
every z € R% and y € R,

0y = (nS, + 2z ") "1 (nS, + ya).
Hence, we have
— (05, z) =y — (S +x2 )" (08, + yx), z)
= (1—{((nS, + zz ")z, 2))y — (S, + 22") " nS,, z)
= on(2) 7 (y — 1a(2)),
where we defined

<(n§)n +2z7)1nS,, )

_ _ TLA xx—l— _1xx -1 an Y ’
on(@) = (1 —{(nEn +a2") ", 2)) &) = S ) )

Note that both quantities are well-defined under since S, is invertible almost surely by As-
sumption 7.2. Moreover, these quantities can be simplified thanks to the following lemma.
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Lemma 7.3. Assume that S is a symmetric positive d-dimensional matriz and that v € R,
Then, one has

(1= ((S+vo") v, 0)) " =14 (S 10, 0), (7.64)

and, for any u € R,
<(S +ov ") Su, v)
—{((S+vvT)~to,v)

The proof of Lemma 7.3 is given below. It also follows from the Sherman-Morrison formula.
Using (7.64) with S = nX,, and v = z leads to

on(z) =14+ <(n2 )tz )

= (u,v). (7.65)

while the fact that §n = f)ngn together with (7.65) for S = nin, v=xand u = @\n leads to

<(n§n +z27)"nS,, ) <(n§n + :L‘:L‘T)_lningn, Ty o~
tin(z) = . o) A L) (B a).
1—{(nS, +zz")z,z) 11— ((nS, +aza’) 'z,z)

Consider the dominating measure pu(dy) = (277)*1/ 2dy on R. The computations above entail
that for every y € R, we have

f@(lzy)(yu) =

Note that

\/12? exp ( — %(y — <§7(f7y),x>)2> = \/12? exp ( — 20723(@ (y — ,un(x))2>

| e ian(an) = o (o)
which shows after normalization (7.14) that the SMP is given by
Faylz) = N (pn(2), 07 (x)) (7.66)
and that its excess risk writes
E[E(J)] < E[logon(X)] = E| ~log (1 - ((nZ, + XX )X, X)) . (7.67)

This proves the first inequality in (7.26). Let us prove now the second inequality in (7.26).
Let us recall that the covariance ¥ and rescaled design X X and rescaled covariance 3, are
given by (7.22) and (7.24). We have

(S + XXT)IX,X) = (8120, + XX )7 8128712X, 512K
= ((nSn+ XXT)7'X, X),
hence, combining (7.67), (7.68) and (7.64), we have

E[€(f.)] < E[ ~log (1 —{((nS, + XX )X, )~(>)} - E[log (1 n <(n§n)*15€,)~(>)},

(7.68)

which leads, using Jensen’s inequality, together with IE[)Z X T] = I and the fact that 3, and
X are independent, to

~ 1 1
B[E(f)] < log (14 E[Tr(S, XXT)]) = log (1 + [ TH{EIE, JEXX T}
1 ~
= log (1 + EIE[TT(Z#)]).
This concludes the proof of Theorem 7.4. O
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Proof of Lemma 7.3. First, (7.65) clearly holds if v = 0. Now, for u,v € R%, v # 0:

(S +wvv") 1Su,v) = ((S+ v )THS + oo — v, v)
{((Iq— (S +vo") tov T u,v)
(u,v) (1 = (S +vv ")t 0)). (7.69)

Letting u = S~'v in (7.69), the left-hand side is ((S +vv')"tv,v) > 0 (since S +vv' = S is
positive, and v # 0) so that the right-hand side is positive and thus 1 —((S+vv ") 1v,v) > 0.
Dividing both sides of (7.69) by this quantity establishes (7.65), which implies (7.64) by taking
u=S8"tv. O

Proof of Theorem 7.5 and Proposition 7.3. Let us recall that we consider the family F =
{fol-|z) = N((8,7),0%) : 6 € R%}, together with the Ridge penalization ¢(8) = A||6]?/2
for some A > 0. Let

~ 1< A ~ ~
B, = arg min { S oy (X0, V7)) + ||9\|2} — (S0 + A5,
HcR4 n i=1 2

denote the Ridge estimator, where fln and §n are the same as in the proof of Theorem 7.4.
Defining

¥ =nE, +ax’ +An+1); and Kf= ()7,
we have N L~ ~ o
00 = (S + 52T + A0+ 1)1) ' (08 + ) = K5 (1S, + ya)

,n

for any y € R and = € R?%. Note that we have
y— (B9 @) =y — (K3 (nSy +yz),z) = (1 - \|x||&§)y — (nS,, z) e (7.70)
and that

MBS = NIKS (1S, + y2) | = A|nS, + nyf;(i)g

_ 2 2 g N CRIER
=y )\Ha:||(A§)2 + 2y)\<n5n,m>(K§)2 + )\||7’LSn||(K§)2 .
The SMP is given in this setting by

e (ylx)e‘A”ggT) 12/2
A,n

Prn(ylz) = ; :
’ NP2 )2
Jo Fean (l)e ™10 2y

where p(dy) = (27)~'/2dy, see (7.14), and where
NG 1 . .
Ty (l)e™ 52 = exp ( — = @5 )+ A||5§,;f”\l2})'
Now, the equality (7.70) gives, after a straightforward computation,
1 2
(y < An ,l‘>) + || An || 0')\(1')2 (y MA($)) + )
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where C' is a quantity that does not depend on y and where we introduced, respectively,

-1
or@)? = (1= llall%)? + Ml )
(1= l|ll%,) (S0, @) g — MnSn, 2)
A

(@) = it
o (T~ TalZ % + Alal?

(K$)?
This entails that the SMP is given by
Panlz) = N (pa(@), ox(2)%) - (7.71)
By definition of g,\,n we have
S, = (nS + An + 1)I3)0x
where X' = (n + 1)\/n, so that for o € {1,2} we have
(NS, :n>(f{§)a = <(nin +zx' 4+ ANn+ 1)Id)an§n, z)
= <(n§n +axz’ + MNn+ 1)Id)a(n§ +An+ 1)+ 22’ — wa)§A/7n, )
= ) gy — ) 2l
namely

<n§n,x>k§ = (1 — Hx”%f)@Xm@ and (ngn,a:>([?§)2 = (é\)\/’n,m)kf — <(/9\X,n, x) HxH(KI

This allows, after straightforward computations, to express py(x) as a function of 5)\/,” as
follows:

pa(x) = By ) — )\Ux(ﬂf)2<§x,m$>k§-

We know from Theorem 7.2 that the penalized excess risk of SMP satisfies
~ _ A(X y)
E[Ex(fan)] < Eznx 10% / fA(X o (y]X)e Mol /zﬂ(dy)ﬂ

<Ezp x log / f%x » (Y X)p (dy)ﬂ
We know from the computations above that
x, 2 2 ~ 2
(= 5 20)” = (1= [l %) * (v = (B ),

so that, after integrating with respect to y,

E[Ex(fan)] < Exr x [log ( )} =Exnr x [ —log (1 — ((if\f)_lX,X»}. (7.72)

1
_ 2
- XTZ,

Note that, by the identity (7.64) from Lemma 7.3, and since || X| < R almost surely (As-
sumption 7.5) we have

(S0 + A+ DI)T'XX) R/ (Mn+1))
(S, + A+ D)X, X)) 1+R2/(An+1))

()X, X) = (7.73)
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In addition, the function g(u) = —log(l — u)/u defined on (0, 1) is nondecreasing, since its

derivative writes:
1 u

(0) = — —log 1+ 2 >0
g (u) u2[1—u 0g<+1_u>] :

where we used the inequality log(1 4+ v) < v for v > 0. Combining this fact with (7.73) shows
that

R?/(AMn+1))
14+ R?/(A(n+1))

—log (1 - ((EN)™1X, X)) < g< > (EDHTX, X). (7.74)

Next, by exchangeability of (X1,...,X,, X), we have

n

B XX)] = B UG X0 + (B 6.0
=1

_ ! E[Tr{<zn:XinT+XXT+)\(n+1)Id> _1<zn:XiXJ+XXT> H (7.75)

n+l i=1 i=1

In addition, the function A — Tr((A + I;)"'A) is concave on positive matrices. Indeed, it
writes d — Tr[(A + I4) "], and A — Tr(A~!) is convex on positive matrices since x +— z~! is
convex on R, by a general result on the convexity of trace functionals, see e.g. Bhatia (2009);
Boyd and Vandenberghe (2004). Hence, applying Jensen’s inequality to (7.75) and using the
fact that

n
E[ZXiXZ-T—i—XXT} =(n+1)%,

i=1
we obtain: 4h,(5)
E[((Z)7'X, X)] < n)\—i—l : (7.76)
Finally, combining the bounds (7.72), (7.74) and (7.76) yields:
~ R?/(M(n+1)) df (%)
E[Ex(fan)] <g<1+R2/(/\(n+1))>' 1 (7.77)

Nonparametric rates (Theorem 7.5). Assume that A(n+1) > 2R?. The quantity inside
g(+) in (7.77) is then bounded by (1/2)/(1 4+ 1/2) = 1/3, and since g(1/3) = 3log(3/2) <
1.25, (7.77) becomes, by definition of &y:

dfA(2)
n+1"

E[R(fan)] — eiexg‘d {R(fe) + /2\||9H2} <1.25- (7.78)

which is precisely the announced bound (7.33).

Finite-dimensional case: improved dependence on the norm (Proposition 7.3).
Now, let A = d/(B?(n + 1)) for some B > 0 (which will be a bound on the norm of the
comparison parameter §). Then, R?/(A(n + 1)) = B*R?/d. Now, note that for every v > 0

v _ —log(1—v/(14v) (1+wv)log(l+v)
g<1+v) v/(1+4w) B v '
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In addition, if v < 1, then (1 +v)log(1+v)/v < < 2. On the other hand, if v > 1, then
(I14+v)/v<2;it follows that for every v > 0:

g(lj—v) < 2log(e +v) < 2log(4 + 4v/v + v) = 4log(2 + V). (7.79)

Now, the excess risk bound (7.77) implies that, for every § € R¢ such that ||0|| < B

. B2R?/d \ dfA(D) A,
E _ < . A
BR d d B?
<41 24+ — — .
Og( +\/&>Xn+1+32(n+1)x 2 (7.80)
d BR 1
=% g2+ 22) 42
n+1{ Og( ! \/8)+2}
5dl 2+ BR
8 ( /Vd) (7.81)
n+1
where inequality (7.80) uses the bound (7.79) with v = B2R?/d, the bound df\(X) < d (7.30)
and the fact that ||f|| < B, while inequality (7.81) uses the fact that 1/2 <log2. O

7.7.4 Proofs for logistic regression (Section 7.5)

Proof of Proposition 7.4. Let us first discuss the properties of predictions produced by the
SMP, and compare it to the MLE. First, if the points Z,...,Z, do not lie within a half-
space, the MLE is uniquely determined and belongs to R%; in addition, for any € R% and
ye{-1,1}, Z1,...,Z,, —yx are not separated either, so é%w,y) € R% is also well-defined and
unique, and so is the predlctlon Fu(1]z) € (0,1).

Let Ay = {D 1cicnXiZi @ N € R"™,1 < i < n} denote the convex cone generated by
Z1,..., Zy. Assume that A, N (—A,) = {0} and that all Z; are distinct from 0. Then, convex
separation implies that there exists § € R such that (6, z) < 0 for all z € A, \ {0}, so that
the Z; lie within a strict half-space: (0, Z;) < 0 for all i. Hence, any MLE f§n in F belongs to

fA\ F, and corresponds to a separating hyperplane (+oo, é\n) for some 0,, € S4-1 (such that
(0, z) <0 forall 2 € Ay \ {0}). Its predictions f5 (1]z) are as follows:

o If x =0, then f5 (1]z) =1/2.

o If x € A, \ {0}, then (@L,x) < 0 and thus f; (1|z) = 0. Likewise, if z € (—Ay) \ {0},
then f5 (1lz) = 1;

o Ifx € RY\ [AnU(=Ay)], then both z and —z are linearly separated from A,. Hence, one
can choose 8, with (6,,,z) < 0 for z € A, \ {0} such that cither (On, z) > 0 or (B, ) <0
(or even <9n,a?> = 0). In other words, one can choose an MLE 6, such that [z, (z) is
either 1, 0 or 1/2: the prediction of the MLE is ill-determined in this region, since it
depends on the specific choice of the MLE.

By contrast, let us consider the prediction of the SMP ﬁ Let z = —yx € R4\ {0}. As before,
if z € RY\ (—A,), then there exists  with (f,z) < 0 and (0, Z;) = —(0,—Z;) < 0. Hence,
f5ew (ylz) = 1. On the other hand, if z € (—A,) \ {0}, then the dataset Z1,...,Zy, 2 is not

separated, so that fs...) (y|lz) € (0,1). Hence, for z € RY:
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o If 2 =0, then f,(1]z) =1/2.

e If z € Ay, then —z € (—Ay) so that fe(1|z) € (0,1), while z € R?\ (—A,) so that
f5w-n(=1|z) = 1; hence, fu(l]z) € (0,1/2). Likewise, if 2 € (—Ay), then fu(1]z) €
(1/2,1).

o If z € RY\ [A, U(—A,)], then [0 (z) = fhw-1n(=1]z) =1, so that fu(l]z) = 1/2.

Finally, the excess risk bound (7.45) is established in the proof of Theorem 7.5 below, letting
A=0. O

Proof of Theorem 7.6. Let (X,Y) be a test sample, and Z = —-YX. Since {Z,~Z} =
{X,—X7}, the excess risk bound (7.15) of the SMP fy ,, (7.47) writes:

E[R fm]—mf{ o)+ 51017}

<E log (U ’\(Xl —>\H5(X D)2 /2 +o(— <é()\)2—1)7X>) _)\Hg(x 2 /2>]
=E log (0 072, 7y) e MO /2+U(_@fwZ>)6—AH5§”H2/2H

<E [log (1+a<<9AZ,Z>>—a<<9M, 7)) (7.82)
<E[o((837.2) ~ o((0%,.2))] (7.83)

where inequality (7.82) is obtained by lower-bounding e~ AIHI%/2

o(—u) =1 — o(u). Now, defining for § € R?

< 1 and using the identity

n—+1

R20) = | o,z + o, 20 |+ G101,
=1

we have, respectively,

0)\” = arg min R)\n(ﬁ) (7.84)
feRd

6,7 = arg min {R)\ (0) — ——(0, Z>} (7.85)

A feRd " n+ 1

where (7.85) comes from the fact that ¢(—u) = ¢(u) — u for u € R.
Now, the function RZ is A-strongly convex, as the sum of a convex function (recall that ¢
is convex since £’ = o(1 — ) > 0) and a A||6]|?/2 term. It follows from Lemma 7.4 that

~ 5 o~ Z/(n+1)] R? 1
57 <] _ 1 |
R-|0:2 -0, <R <D <3 (7.86)
where we used the assumption that A > 2R%/(n + 1). In addition, still by Lemma 7.4,

0< (0,2 -0f,.2)<1/2. (7.87)

Now, since (logo’) = ¢”/o’ = 1 —20 < 1, we have for every u € R and v € [0,1/2],
log o’ (u+v)—log o’ (u) < v, namely o’ (u+v) < e¥0’(u) < e-0'(u). Hence, o(u+v) < e-0'(u)-v
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for every u € R and v € [0,1/2]. By (7.87), applying this inequality to u = (gfn,Z> and
v= (0,7~ 0%,.2) yields:

o(052.2)) ~ 0 (s 2) < 20 (0,0 2)) - (0572 05,0 2) . (1389)

Let us now consider the function }?if ,; its third derivative can be controlled in terms of its

Hessian, as shown by Bach (2010). Fix 6,6 € R¢, and define the function g(t) = ﬁfn(ﬁ +t0)
for t € R. We have respectively, denoting 6; = 0 + 6,

g"(t) = (V*RY,,(6,)0.0) = n}r . {Z "(Be, Z:))(0, Z3)? + ’(<9t,Z>)<9,Z>2} + A6
i=1
g"(t) = V*RS,,(6,)(6.6,0] = {z": ({0, Zi)(0, Zi)® + 0" ({04, Z))10, Z>3}
Now, since |¢”| = |o(1 —0)(1 —20)| < o(l — o) = o' (as

< o0 < 1), and since by the
Z

< R||0||, we have
19" () nH{Z}a" (01, Zi))(0, Z3)?| + |o” ({01, Z 3}

< Rl6] - H{Zo (00, Z:))(6, Z:) + ' (0, 2))(0. 2) }<Ruer-g"<t>. (7.89)

0
Cauchy-Schwarz inequality |(0, Z;)| < R||0]] (1 << n) and |(0,

The property (7.89) is the pseudo-self-concordance condition introduced by Bach (2010); in
particular, by Proposition 1 therein, we have for every 0,0 € R%:

V2R%,(0+0) = e FIPI . 2RY (6). (7.90)

It follows from (7.90) (letting 6 = 5){” and 0 = 0" — (/9\/{”) that ﬁin is e—(1/2+5>v21§§n(§§n)-
strongly convex on the open convex ball Q. = {#' € R? : R||¢' — @\an < 1/2 + ¢} for every
e > 0. In addition, the inequality (7.86) shows that the function ﬁ{n(e) —(0,2)/(n+1)

reaches its minimum @;Z on )., so that by Lemma 7.4,

7 2

02 _p? 1/2
<9)\,n - 9)\771,2/(’0—}— 1)> <e /2+e m

VRL, 0,0
Taking € — 0 in the above bound and multiplying by n + 1, we obtain:

1/2

Onf =0 2) < -mg - (VP BE(050) 12, 2), (7.9)
P ) n + 1 ) 5
so that by combining inequalities (7.88) and (7.91),

e
n—+1

o((052.2)) — o ((6%,.2)) < o'((6%,,,2)) - (V*R,(0%,)72,2) . (7.92)
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It thus remains to control the expectation of the right-hand side of (7.92). By exchange-
ability of (Z1,...,Z,,Z) (and since R)Z\,m Hin are unchanged after permutation of Z; and Z),
we have:

E[o (65, 2)) - (V*RL,(0%,) " 2, 2)]
= ! [;O—/ An? <V2R (é\/{n)_1ZZ>Z1> + UI(<9)\ n» >) ’ <V2§in(5){n)_lz? Z>:|

:E[ {VQRM(QM) ,1(anaf(<§§n,z>)zin+a'(<§§n,z>)ZZT>}]

n+1 —
:E[ {[VQRZ(GM)Jr/\Id] 1v2§5(§§n)}} : (7.93)

in (7.93), we defined

REW) = B0 = 101" = | L4020 +40.2) |

whose Hessian writes

V2RZ (6

{ o' (( Z~Zj+o'(<9,z>)ZZT}.
=1

Finally, by concavity of the map A — Tr[(A + M)~ LA] on positive matrices (shown in the
proof of Theorem 7.5), denoting H,\ ni= E[V2RZ(9/€”)] = E[V2R;41(0xn+1)] we have

E [rﬁ"{ (V2R (0%,) + ] 71V2§5(5){n)}] < Te{[Hyp + Ma] " Hyy } = dfs(Hyp) . (7.94)
Combining inequalities (7.83), (7.92), (7.93) and (7.94), we conclude that

. df}\(ﬁ/\,n)

e (7.95)

B[R(F)] — int {RU) + 1017} < e

Finally, the bound (7.48) is obtained by noting that, by exchangeability and since ¢’ =
oc(l—0)<1/4and Z17] = X1 X/,

Hypi1 = E[0"((Orni1, Z1) 21 2] | <E[X1 X[ ]/4=%/4,
so that dfy(Hy,) < dfy(2/4) = dfy (). O

Lemma 7.4 (Stability). Let Q be a nonempty open convex subset of R, and F : Q@ — R
a differentiable function. Assume that F is Y-strongly convex on Q (where ¥ is a d x d
symmetric positive matriz), in the sense that, for every x,x’ € Q,

F(a') > F(z) + (VF(z), 2 — ) + %Hm/ .y (7.96)

Assume that F reaches its minimum at x* € Q. Let g € RY, and assume that the function
x +— F(x) — (g,x) reaches its minimum at some T € 2. Then,

17— e <llgllg-1. (9.7 —2") <llglE-- (7.97)
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7.7. PROOFS

Proof. First, since x € € minimizes the function = — F(x) — (g, ), we have 0 = VF(7) — g.
This implies
(VF(@),5 - 27) = (g,2). (7.98)

Now, by substituting 2’ and x in inequality (7.96) and adding the resulting inequality to (7.96),
we obtain for every x, 2" € Q,

(VF(2') = VF(z),2 —x) > ||z’ — x||22 .

Setting ' = T and & = z*, and using that VF(2*) = 0 (since 2* € Q minimizes F'), we obtain
(VF(z),Z7—2*) > ||z —2*||%. On the other hand, the Cauchy-Schwarz inequality implies that

(9,8 —2%) <llgllg—1 - |7 = 2™[|s . (7.99)

Plugging the previous inequalities in (7.98) yields |2/ — z||% < [|glls-1 - |Z — 2*||n, hence
2" — z||s; < ||glls-1; the inequality (g, — z*) < ||g/|%_, then follows by (7.99). O
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