


Getting Started and Entering Data

In this tutorial you will learn:
How to start an SPSS session
How to type in data

How to save adatafile
How to open an existing datafile
Using the SPSS toolbar
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Starting SPSS

How to define variables and identify variable names

When you first open SPSS, you will be presented with the opening window. This window allows
you to select from several options concerning how you would like to begin your session. If you
do not want to start from this window in the future, select the box next to “Don’t show this
dialog in the future.” The most likely options you will select are to type in data and to open an

existing data source.
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Walk through the tutorial designed by SPSS. It includes
starting SPSS, entering and manipulating data and running
basic statistics.

Open the data view consisting of a blank spreadsheet into
which you can enter raw data by hand.
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Open data that has aready been saved. Thisdataislikely to
be saved from a prior use in which you typed in your own
data. Later tutorials will discuss how to open data files other
than SPSS datafiles (i.e. Excel files or database files).
Check this button, and then select the file to open in the
window below. If the preferred file is not shown, select
more files and identify the datafile to open.




Type in Data

UnEdPSta Analyze Graphs Utiities Add-ons Window Help If you Opt to type in datafrom the
R EEEEAEEE =) opening window, a blank spreadsheet
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| | will appear. Y ou many type in one data

point per cell. Each column represents
one variable (e.g., subject identification,
gender, test score, etc.). It isagood idea
to keep one subject per row. So, row 1

5 represents the first subject, row 2

T represents the second subject and so on.

= Data may include numbers or letter

i strings.
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~ To begin, let’s assume that we

2 administered a test to 6 individuals. We

e e i ‘ —  recorded their gender, age and test score.
_________ ) ~ Each individual also received an
identification number (so we don’t use any other identifying information per the human subjects
requirements). The data are as follows:

Test
Subject Gender Age Score
1 m 18 95
2 f 21 80
3 m 20 75
4 f 19 79
5 f 18 88
6 m 22 62

To enter this data, select the top left cell and enter a “1.” You may use the tab key to move across
the row to a new variable for that same subject and enter an “m.” You could also use the arrow
keys to change cells.

Depending on the settings for the version of SPSS you are using, you might notice that the
letters, “m” and “f”, do not appear. Instead, SPSS places periods. This is because it is expecting
numerical values to correct this, you may either recode gender to numerical values, such as a “1”
for males and a “2” for females, or you could edit the variable characteristics in Variable View
(see the next section).

You may also notice that SPSS automatically names the variables (e.g., VAR00001). You can
change the variable names in Variable View (see next section).



Defining Variables and Variable Names

In the previous section, we noted that the character strings did not appear in the spreadsheet and
the variable names did not actually describe the data in each column. To define the variables, we
will use Variable View. At the bottom of the page, notice two tabs. One says “Data View,” the
other says “Variable View.” We have already used Data View to type in our data. Variable View

will allow us to further define the nature of our variables.

Click the Variable View tab.

Untitled - SPSS Data Editor i =l |
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Each row represents a different variable. We had four variables (subject ID, gender, age, and test
score) that SPSS named for us as VAR00001 through VAR00004.

Name.

Width.

Decimals.

Label:

Type in the variable name you would like to use to describe the data in that column. I
will use the names: Subject, Sex, Age, and Test. Variable names must be no more
than 64 characters long and must begin with a letter. They may not end with a period
or contain spaces, but other characters are allowed ($, #, , @). Special characters
may not be used, including *, !, ¢, and ?. Reserved words are not allowed. These
include ALL, AND, BY, EQ, GE, GT, LE, LT, NE, NOT, OR, TO, WITH. Reserved
words correspond with SPSS functions (e.g., EQual, Greater Than).

Select the type of variable: numeric, comma, dot, scientific notation, date, dollar,
custom currency, or string. String represents letter strings. To get the gender data to
appear as “m” and “f” in our data set, we would need to select string as the variable
type. One drawback is that several statistical procedures require that all data be
numerical. So, if we want to run analyses comparing males to females and use gender
as the blocking variable then we would need to recode the data to numeric (e.g., 1 for
males and 2 for females). (I opted to recode the data.)

Select how many spaces could be maximally occupied by a data point in that column.
SPSS selects 8 by default. However, if you have long values such as last names or
social security numbers, you would need to raise this value.

By default, SPSS inserts 2 decimals for each numerical value. If you prefer to change
that, select the number of decimal places here, from 0 to 99. I changed the decimal
places for Subject and Age to 0.

Type in a longer definition for your variable. The variable name is a brief, one-word
descriptor. The variable label is often a sentence or phrase. For example, we could
further define the variable test as “Percent of correct answer out of 1000 total
questions.”



Values: If you recoded variables in the data set (as we did with Sex), you can define what the
data values mean here. For example, in Sex, click in the corresponding cell under
Values. Then select the gray box on the right-hand side of the cell. Thiswill open a
new window. In the Value box, type in the value from the data view. In the Vaue
Label box, type in the label you want to correspond with that value. In this case, we
could type “1” in the Value box and “male” in the Value Label box, then select
“Add.” Then we could type “2” and “female” followed by “Add.” When we are
finished defining the values, then select OK.

Align: In the data view, where do you want the data points aligned (Left, Center, or Right).

Measure: Define the measurement scale for each variable (Nominal, Ordinal, Interval, or
Ratio). This will have bearing for custom tables.

Once you make the appropriate adjustments, move back to Data View by clicking on the Data
View tab on the bottom left of the screen. Notice that the variable names have changed, and the
alignment and decimals have changed to meet your specifications.

Untitled - SPSS Data Editor

File Edit Wiew Data Transform Analyze Graphs  Utilities  Add-ons
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subject SEX age test ¥

111 1 18 8500
2|2 2 il 80.00
313 1 20 76.00
414 2 19 79.00
515 2 18 8a8.00
5[5 1 22 £2.00
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Saving data

Select File, then Save.
Select the folder in which to save it using the “Save In” drop-down menu.
Name your data file in the box labeled “File Name.”
Identify the type of file you want to save:
SPSS Can only be opened and used by SPSS, but all your formatting is maintained
Excel Saved as an Excel spreadsheet. Some formatting maintained. Can be imported
into SPSS.
Tab delimited A text file in which the data is separated by tabs. This is convenient if it is
to be opened and used by applications that cannot read Excel or SPSS files.

Opening an Existing Data File

Now that you have saved your data, if you want to use it again at alater date, you may do so.
To open the datafile either:
1. Select “Open an existing data source” from the opening window and select your data file
from the window or by using the Browse button.
2. From the data window, in data view, select File, then Open. Search the folders for your
file and click Open.



SPSS Toolbar

File Edit View Data Transform Analyze Graphs Utlities Add-ons  wWindow Help

The toolbar contains the following

menus: =|B(S B| || Bl = k|l Er BlxE %ol
File Edit |B test |E2
View Data subject $EX age test var
11 1 14 95.00
Transform Analyze 2|2 2 M g0.00
Graphs Utilities =05 i =0 7500
Add-Ons Window 44 2 19 79.00
Help ] ke 2 14 g3.00
=] | 1 22 52.00
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Y ou have used some of these menus
in previous tutorials. Some of the procedures within these menus are reflected as short-cuts
on the second toolbar.

File
New Open a new data window, a new output window, etc.
Open Open existing data, output, etc.
Save Save the data set in the window.
Save As Save the data set, but with allowances to save it as other than an SPSS data
Set.
Print Preview View apreview of what your page would look like if printed.
Print Print the open page.
Edit
Undo Undo the last action performed.
Redo Redo the last action performed.
Cut Cut the selected cells and save them to the clipboard in case you want to
paste them.
Copy Copy the selected cells and save them to the clipboard.
Paste Paste the contents of the clipboard to selected cells.
View

SatusBar Located at the bottom of the screen. Identifies what SPSS is currently
running and whether or not you are currently using afilter or aweight or if
the data has been split into groups.

Fonts Change the fonts that are used.

Value Labels If you used value labels, they will appear in data rather than the recoded
values. For example, if you used 1 and 2 to stand for “Male” and “Female”,
and labeled those values as such in Variable View, then you could display
“Male” and “Female” rather than 1 and 2.

Variables  Switchto Variable View.

Data Toolsto manage and work with your data. These will be discussed in more detail in
future tutorials.

Transform  Alter and adjust your data, or create new variables.

Analyze Compute descriptive and inferential statistics.

GraphsCreate a variety of graphs and pictoria depictions of the data.

Utilities, Add-Ons, Window Will not be discussed further.




Assignment

1. Typethefollowing datainto SPSS. Identify variable names as shown. Define Sex as string.
Subject Sex Height Weight

M
F
F

M

M

g wWwNBE

60.5

70.275

65
62

69

145
135
129
198
180

2. Change the decimal places so that Subject and Weight have no decimal places and Height

has the appropriate number of spaces.

3. Save your data to a disk and label it “SPSS Assignment 1.”

The completed data set should look like:

Untitled - SPSS Data Editor

File Edit View Data Transform Analyze Graphs Utilties Add-ons ‘Window Help
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|14: Siblings |
Subject Siblings Sex Height Weight wyar
1 3 1|F 52.000 129
2 2 4|F 55.000 135
E 1 2{m 50.500 145
4 5 3{m 55.000 180
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Editing Data

In this tutorial you will learn:
7. How to insert and delete variables
8. How to edit and sort data
9. How to print data

Inserting and Deleting Variables

Inserting a Variable
Once your data set has been entered, you may decide to further edit it by inserting additional
variables or deleting current ones.

1. Select the column to the right of where you want to enter the new variable. Do this by

clicking on the variable name.

2. Click on Data, Insert Variable.

3. A new column will appear, named by SPSS, with periods as data points.

4. You may now enter new datain this column to replace the periods.

Alternatively, you could right click on the column (variable name) to the right of where you want
to enter the new variable. Select Insert Variable.

Deleting a Variable
1. Select the column you wish to delete.
2. Click Edit, Clear.
3. The column will be removed.

Alternatively, you could right-click the column (variable name) and select Clear.

Inserting and Deleting Cases/Rows

Follow similar steps to insert or delete rows.

To insert arow, highlight the row above where you want to insert a new one, select Data, then
Insert Case. Alternatively, you could right click on the row above, then select Insert Case.

To delete arow, highlight the row to be deleted, select Edit, then Clear, or right click on the row
and select Clear.



Editin

Editing

g and Sorting Data

It iscommon to enter some data incorrectly. If this occurs, ssimply select the cell with the
incorrect data point and type the correct data. This will replace the existing data point.

Also, note that at the top of the page is an information bar. Y ou can change parts of an existing
cell or add a character without overwriting what is currently in the cell by using the information
bar. If you wanted to change mall to male, simply click on the cell with “mall” in it. Then click
on the information bar. Move the cursor to the end of the word by clicking at the end or using the
arrow keys. Delete the last | and type e. Then hit Enter once.

Sorting

To sort
1.
2.

3.

your data:

Data, Sort Cases. Thiswill bring up a new window.

Highlight the first variable to sort by in
the left-hand box.

Click the right arrow to move it to the
Sort By box.

Y ou may now determine if you want to
sort in ascending or descending order of
this variable.

If you want a second variable to sort by,
follow steps 2-4. The data will first be
sorted by the variable on the top of the
Sort By box. Within that variable, the
data will be sorted by the next variable
inthe list.

1 Sork Cases ﬂ
4 subject Sart by:
B e
@ age Easte |
o best Reset |
— Sort Order ezl |
(v Ascending o

R " Descendin il
Variable that can Variable selected
be used for for sorting.
sorting.

This iswhat the data would look like if it were sorted by Sex, then Age:

File Edit ‘iew Data Transform Analyze Graphs Utilties Add-or
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subject SEX age test

11 1 18 95.00

2|3 1 20 75.00

3|6 1 22 B2.00

4|5 2 13 g3.00

5|4 2 19 79.00

|2 2 21 80.00
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Printing Data

To print al of your data, select File, then Print.

To print some of your data, highlight the data to be printed, select File, then Print, then click
Selection.



Assignment

Open the data saved as SPSS Assignment 1 from the last assignment.

. Insert anew variable titled siblings. Enter the number of siblings of each individual as
follows: 2, 4, 1, 0, 3.

Y ou discovered subject number 4 lied when reporting height and weight. Delete this case.

Sort the data first by sex then by number of siblings within sex.

Print your data.

Save your data to a disk and label it “SPSS Assignment 2.”

o s
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The completed data set should look like:

Untitled - SPSS Data Editor
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Subject Siblings Sex Height Weight wyar
1 3 1|F 52.000 129
2 2 4|F 55.000 135
E 1 2{m 50.500 145
4 5 3{m 55.000 180
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Manipulating Data

In this tutorial you will learn:
1. How to transpose data
2. How to select cases and filter data
3. How to transform and recode data

Transpose Data

There are times when data are entered in rows and you want them entered in columns. For

example, some people list, in a column, their students’ scores on tests. In the following example,
the first row lists the students’ ID numbers and the following rows reflect their test scores for the
year. Unfortunately, you will not be able to calculate

. WARDOOD1 | WARDODDZ | wARDOODZ|
average scores and compare tests w1th the data entered 7 aeal T 78401 RA7E
this way. To make it easier to work with, you need to 2 a5 75 &0
transpose the columns to rows and rows to columns so 3 55 70 B5
that the rows reflect students and the columns reflect 4 o0 BS e
. 5 80 70 70
variables. =

To do this, go to Data —
Transpose. A new window will ISR

. . . File Edit ‘iew \Datg) Transform Analvze Graphs  Utilities Add-ons  Window Help
appear asking which variables

you want to transpose. Move Z|d|8| B| oo B =[] @l Fle EEE 2

the variables from the box on |1 CASE_LBL MARDOODT

the left to the box on the right CASE LBL| waO1 warlD2 ward03 ward04 yardds y
. 1[/AR0O00T 12498 85 95 a0 80

using the arrow buttqn. I 2|vAROO002 76401 75 70 55 70

selected all three Vgrlables = ARIOO0S BT B BE £ 0

(columns). SPSS will create a 4

new data set including the
transposed values of the variables you selected. All other variables will be lost!

The new data set looks like this. Notice that the first column consists of the variable names from
the prior data set. You can now change the variable names and formatting using Variable View.



Select Cases and Filter Data

There are times in which you do not want to analyze al the data in your data set. Y ou may want
to filter out certain subgroups (e.g., by age, gender, score, or other value) or certain rows (e.g., if
you found out one individual lied on the test).

With the following data from Tutorial 1, we will demonstrate how to do this.

Filter out certain rows. [=15PSS tutorial 1.sa¥ - SPSS Data Editor
Let’s say we want to ﬁlter out SUbjeCt number 5 File Edit View (Data) Transform  Analyze Graphs Utilities  Add-ons
et
because she was drunk when she took the test. ==1E] o] Bl =B dal ElE| B
|‘| - subject |1
Go to Data — Select Cases. subject sex age test i
Select If Condition is Satisfied. ; ; FMS'El ;? :g'gg
. . . . emale .
Thls brmgs up a new window allpwmg you to iS5 e 5 E 00
identify the conditions under which cases will be 1|4 Female 19 79.00
selected. Here we want to select all cases that are 5[5 Female 15 88.00
not equal to subject number 5. Notice how useful ] Male = B2.00
it is to have an identification variable.
Select Cases: If Xl| _+ Expression for selection of cases.
G subject subject =5 AA
@ sex | Variables available for usein selecting
@ age «— = cases.
> test .
& subject "= 5 [FILTER) | | x| 718]a]| Funstions: E — : :
B E R e Criteriathat can be used in developing
_xl ;IEI llilil AMT[kest value value,.. ] =g e»(pronsforselectlon.
ARSI [rumespr)
s ] o ] [ ARTAMnumesp)
== COFNORM(2value)
2 =] 0] _Delete ||| rpF BERNGULLI ) ~|

Continuel Cancel | Help |

In this case, we want to select all subjects that are not equal to 5, so we build an expression
stating “subject~=5." To do this, highlight subject in the right-hand box. Move it to the
expression box using the right-arrow button. Then, either type or click the corresponding button
to build your selection expression.

Some of the terms are:

~ Not
koK Exponent
& And

| Logical Or. (True if the expression before or after the | is true.)

Filter out subgroups

To filter out subgroups of data, follow the same procedures, except identify the subgroup(s) to
maintain in the selection expression. For example, if we only want to analyze data belonging to
females, we would enter the following expression: “Sex=2".

100% COURS
Cours et mémoires gratuits

mcourscom@gmail.com



Whenever we filter out variables, SPSS subject | sex 2Lz I filter $
. . 11 hlale 18 95.00 Mot Select
Creates anew Varlable (fl Iter—$)that 212 Female 2 a80.00 Selected
identifies whether or not acase is selected 3 Male 20 7500 | Mot Select
for use or not. Those cases that were filtered g g Eema:e 1: gggg ge:%zeg
. . Bmale . Blecle
out (not selected) are aso identified by a : Male - 5500 Tot Select

slash across their row number. N

Other Options
SPSS will also filter out random cases (either a given percentage or a given number of cases).
SPSS will also use afilter variable that you have selected.



Transform and Recode Data
SPSS alows one to recode or transform existing data into different forms.

Recode Data

Recoding data assigns new values to existing data, or collapses subsets of datainto new values.
For example, we might want to group our six students by whether they scored high or low on the
test. To do this, select Transform — Recode. At this point you have the option of recoding to the
same or different variables. To recode to the same variable would replace the existing data with
the new codes. To recode to a different variable would create a new variable with the new codes.
The second is almost always my preference because it allows you to retain your original data.

i " Recode into Different ¥ariables 1'

Variable available to recode. \ % bt Numeric Y ariable > Output Yariable: Output Variable
Mame:

| iy INew_test—
Expression stating that you N L abel
arerecoding theold variable | _— l‘—
to anew variable. i

LChange |

Name and create a label for !
the new variable. Then click | _—— OdandNew Values.. |

Change. 4
ol ] |

(K | Eastel Eesetl Cancell Help |

/

We selected test to recode into a new variable called New_test. To identify the new values, click
Old and New Values.

Y ou must identified the old value or
range of values and the new,

Ml Recode into Different Yariables: Old and New ¥alues x|

. C - Dd Y alue MNew Y alue
reCOdeq Va_l L!e' You can either C T Malue: I— o Value:Wr System-mizsing
recode individual valuesor arange |~ sy emmissing £ Copy old value(s)
of values. © | £ System- or user-missing Old > Mew:
Inthis case, al test scoreslessthan || € Fang= agd | |Lowesttru 73 - Tow
80 were considered low and all that ||| e | Chene |

were 80 or higher were considered .| © fanee -
H | |Lawest thraugh EMOVE
high. For the low range, select - s [ e

: {* Range: ¥ Output variables are strings  Wwidth: IE_
Range, Lowest Throth 79 for Old | ISD through high [~ | Conwert numenic stings ta numbers [5-5]

Value. For new value, if theoutput || ~ ajoher _
. . . ey . i Continue | Cancel | Help |
isastring variable as it is here,

check, “Output variables are

strings,” and enter the new value to match the old range (Low). Then click Add.

For the high range, the parameters are listed in the window above. Then click Add. Click
Continue when done.

SPSS creates a new variable with the recoded Slfj 2ci sex 22 fesl || e fest
lues: 1[1 Mals 18 9500 |High
values. 2|2 Ferrale 71 80.00  |High
3|3 Mals 20 7500 |Low
414 Faemale 19 79.00 Lo
5|5 Fermale 18 88.00  |High
Ble Male 22 E2.00 |Low




Transform Data

Y ou can compute new variables as a function of old variables. For example, a new variable could
be the sum of two old variables. The new variable could be the square root of an old variable.
There are amost infinite possibilities for transforming data.

To transform data, select Transform — Compute.
Use the expression builder to design your new variable:

In Target Variable, type the BRSUEISEIEIZ x|
. T arget 'V ariahle: MHumeric Expression:

name of the new variable  [oan_tes _ [SoRTied |
that will contain the ' Tupo'h Labol | i
transformed values. The ' =
. . | subject i
Numeric Expression box e sex EIE T PR Frefs s
identiﬁes hOW to Compute 1 %age _I ﬁlil i|_5|£| g%ngmgha:[r,n;fr]nexpr,_.] ;I -
the transform. lues. | @lest A =1l Al2ls] |3 jir -
‘e ans 0 .ed values. Use 8 New_test 2 ==l al2] 5] 516G F(q.df1.d2) |
this box similarly to that _ A1 &0 0 || |phlader: i
used in Selecting Cases. _ 2 =1 0] _Delete | |STRING (et formal) =
Here we have created a new I | -
variable that is equal to the -
Square root Oftest : 0K | Pazte | Reset | Cancel | Help | :

SPSS will create a new variable with values equal to the square root of test for each case.

Flle Edit Wiew Data Transform Analyze Graphs  Utilities Add-ons  Window  Help

S| 8| B| <] b =k & Fzl BlEE [ 2

|?: ze |
subject SEX age test Mew test | Sogrt test Y

1)1 tale 18 95.00  |High 10
212 Fernale 21 80.00  |High £
3|3 tale 20 7500 |Low 4
4[4 Female 19 79.00  |Low El
=k Female 18 85.00 |High 4
6|6 hale xn 6200  |Low g
7




1. Open the data saved as SPSS Assignment 2 from the last assignment.

Assignment

2. Recodethe datainto tall and short individuals, where tall is 65 inches or taller. (Recode into
adifferent variable.)
3. Create anew variable that transforms height in inches to height in centimeters. Multiply
height by 2.54.
4. Create anew variablethat is equa to body mass index (BMI).

The fina data set should look like:

(Height ininches ¥
5. Savethe new data set as SPSS Assignment 3.

BMI = Weight in pounds 703

Untitled - SPSS Data Editor 1= =l
File Edit Wiew Data Transform Analvee Graphs  Uklities Add-ons  Window  Help
S(E|&] =] o] D] =B sl Fe=| EEF % 2
|8 : Siblings |
Subject Siblings Sex Height YWaight Mew Height | Height cm BMI var var &
1 3 1|F E2.000 129 |Short 157 24
2 2 4|F E5.000 135 Tall 165 2
3 1 2| E0.500 145 | Short 154 28
4 5 3| £9.000 180 Tall 175 2
5]




Descriptive Statistics and Frequency Tables

In this tutorial you will learn:

How to split files
How to read SPSS Output

agkrwbdE

How to compute basic descriptive statistics

How to create simple frequency tables
How to create frequency tables with two variables

For these procedures, we will use the ANALY ZE menu on the toolbar.

We will use the same data as we have in the previous tutorials, as depicted below.
SPSS tutorial 1.sa¥ - SPSS Data Editor
File Edit “iew Daka Transform Analyze Graphs Utilities Add-ons ‘Window Help

=|H|8| B <] 5] =] al £l EkE [ @

|1 - zubject |1
subject SEX age test Mew test | Sogrt test

11 Male 18 95.00  |High 10
2|2 Fernale 21 80.00  |High g
3|3 Male 20 7500 |Low g
4|4 Fermnale 19 300 |Low g
5|5 Fernale 13 88.00  |High g9
B|6 Male 22 200  |Low g
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Descriptive Statistics

Descriptive statistics convert large sets of datato more meaningful, easier to interpret, chunks or
values. They summarize the data. Examples include the mean, median, variance, and range.

SPSS contains a function that will compute many of these statistics, easily.
Simply select Analyze — Descriptive Statistics — Descriptives.

A new window will appear with two boxes. As before, the box on the left contains variables with
which descriptive statistics may be calculated (i.e., numeric variables). Move the variables of

interest to the right-hand box with the arrow button.

By default, SPSS will provide the following: (a) mean, (b)
standard deviation, (c) sample size (d) minimum value, and

(¢) maximum value.

Descriptives: Options

To select additional options or de-select default options, click |l Variance

the Options button.

Any item with a check-mark will be computed, for each

variable selected in the previous step.

Tl

v Mean [~ Sum
— Dizpersion

¥ Std. deviation W Minimum

IV Maxirmurn

[~ Range [T 5.E. mean
r Diiztribution

[~ Kurtosis " Skewness
r— Display Order

&+ Variable list

" Alphabetic

" Azcending means

" Descending meanz

Cortinue
Cancel

Help




Under display order, you may select the order in which the variables appear in the output.
When you are finished, click Continue to return to the variable-selection window and click OK.

SPSS will compute the statistics and open a new window (Output) with the descriptive statistics.

Reading SPSS Output
The following output is the result of selecting the variables age and time.

i Output2 - SPSS Viewer —1=] =l
File Edit M“iew Data Transform Insert Format  Analyze  Graphs  Uklities  Add-ons  Wind

= (WS> | =] | Ol=(k| 9 & ¢

«|»| +|-| @Ol =/=(2|

Help

Cutput

El Descriptives

=] Tite = Descriptives

Motes

o [ Descriptiv

Descriptive Statistics
I+ Minimum  Maximum Mean Std. Deviation

age B 18 22 19.67 1633
test B G2.00 895.00 79.8333 11.30339
valid M (listwise) B

Ll | »

Notice there are two frames: the one on the left lists all the analyses available for viewi ng, as

well as any notes and titles relating to those analyses; the one on the right depicts the results of
the analyses.

Typically, SPSS reports results in tabular form. The variables are listed on the | eft followed by
the statistics we selected earlier. We can see that the average age is 19.67 with a standard
deviation of 1.633.

SPSS will report variable names or labels or both. To change the default setting, go to Edit —
Options — Output labels.



How to split groups

If you want to calculate descriptive statistics on sub-groups (such as males and females
separately), you may split your files. To do this:
Data — Split File

Determine how you want to

X

. 1 @ subject ' Apalyze all cases. do hot create groups (u] |

split your data set. - | age £ Compare goups —
T et {* Organize output by groups —l_
To separate by sex, select [BeMen test Groups Based on: _Bese |
. ’ ! @ Sqrt_test
Organize output by groups and | w1 @ Cancel |
move the variable sex to the ! Help |
right-hand window. Then select -
OK H ' Sait the file by grouping variables
= File iz already sarted

i Current Status: Analyziz by groups iz off,

When you run descriptive
statistics on any variable, they
will be reported for each level
of sex. See below:

Descriptives

sex =1 Male

Descriptive Statistics

N Minimum  Maximum Mean Std. Deviation
age 3 18 22 20.00 2.000

Valid N (listwise)

a. sex = Male
sex =2 Female

Descriptive Statistics

N Minimum  Maximum Mean Std. Deviation
age 3 18 21 19.33 1.528

Valid N (listwise)

a. sex = Female

Y ou will have to turn off this feature if you want to compute statistics for the whole group, by
selecting Analyze all cases, do not select groups.




Frequency Tables

Freguency tables include lists of values (categories) within each selected variables and the

number of times each category occurs.

To create atable of frequencies (number of occurrences of given categories), select Analyze —

Descriptive Statistics — Frequencies.

Select the variables to be depicted in the frequency table by moving them from the left- to the
right-hand box. SPSS provides the user additional options, including statistics, charts, and

format.

Satistics

SPSS will, by default, print the values of the selected variables and the frequencies of each. If
you prefer additiona information, click Statistics.

Options include percentile values. SPSS will
print quartiles (fourths) or the values that
divide the datainto X equal groups (cut
points). The number of groups is defined by
the user. SPSS will also print selected
percentiles. Simply, select Percentile(s), t
type in the percentile of interest and click
Add. We have selected thirds.

Y ou may also select descriptive statistics, like _/»

— Percentile Values

Frequencies: Statistics

Central Tendency

W Quartiles ¥ Mean
I- Cut paj =10 equal groups IF Median
— [ ¥ Percentile[s]:l [~ Mode

ddd 33.33

hen » 4 BG.67
/ Change
Fremoe

:w
Std. deviation

[~ “Wariance

measures of central tendency and dispersion,  Range

aswell as statistics describing the

distributions.

When finished, select Continue.

Charts

I Masimum [ Kurtosis
[~ S.E. mean

Diztribtion
[~ Minimum |7|_ Skewness

Continue

X
_Contue |
Caricel |
iy

Help

[ Walues are group midpoints

This option allows users the opportunity to view bar charts, pie charts, or histograms in addition
to the frequency table. This might be useful if there are many categories for each variable or if
two or more variables are to be compared. The charts may contain frequencies or percentages.

Format

With this option, users can determine the
order in which categories will appear and
whether or not multiple variables should
be compared. Thiswill impact how

results are presented.

To cut back on the amount of output,

Frequencies: Format

Order by

& Azcending values
" Descending values
 Ascending counts

" Descending counts

Multiple Y ariables

' Compare variables

" Oiganize output by variables

r Supprezs tables with more than n
cateqories

Mariniun number of categaries:

Continue
Cancel

Help

[l

users may choose not to view tables with many categories (categories).
When finished click Continue to return to the variable-sel ection window. Then click OK.

Output




The new analyses are added to the descriptive statistics. Notice the addition in the left-hand
frame.

The following statistics are for the variable test.
NOtlce there are atotal Of SX : and none are File Edit “iew Data Transform Insert Format  Analyze  Graphs
missing (SR ¥ B o @)=k @ & |
€3] +|-| @o] =[=]a]|
The mean test score is 79.833, the median is 79.5. The 20 .. Frequencies
value of 71.75 cuts off the 25" percentile (25% of Tie
. I Motes
cases fal at or below this value), and so on. L5 Descriptive St
Descriptives Statistics
:Ji:f test
De:csriptive St M Walid &
Freguencies Mizsing 0
Title Mean 78.8333
N Median 785000
L test Percentiles 25 71.7500
[ Bar Chert 33.33 76,3324
50 79.5000
66,67 85.3252
75 £9.7500

If we scroll down the page, we will find additional results:

Thistable lists al the values of the variable test and the frequency of occurrence of each. Notice
there is only one occurrence of each value.

test
Cumulative
Frequency Percent Valid Percent Percent

Valid 62.00 1 16.7 16.7 16.7
75.00 1 16.7 16.7 33.3
79.00 1 16.7 16.7 50.0
80.00 1 16.7 16.7 66.7
88.00 1 16.7 16.7 83.3
95.00 1 16.7 16.7 100.0

Total 6 100.0 100.0

Next, SPSS provides a bar chart depicting these frequency results, as selected under Charts.
However, it isnot of great interest because the frequency is 1 for each value.



The results look different for the variable of sex...

Statistics
sex sex
N Valid 6 Cumulative

Missing 0 Frequency Percent Valid Percent Percent
Mean 1.50 Valid Male 3 50.0 50.0 50.0
Median 1.50 Female 3 50.0 50.0 100.0
Percentiles 25 1.00 Total 6 100.0 100.0

33.33 1.00

50 1.50

66.67 2.00

75 2.00

sex

3.4

2.4

2.4

>

(&)

c

17}

=

o1

g

L

1.4

0.4

0.0

Male Female
sex

We can see from both the bar chart and the table that there are an equal number of males and
females in the data set.



Frequency Tables with Two Variables

If you want to create a frequency table with two variables (crossed variables), such asthe
number of males and females at each age, use the Crosstabs procedure.

Analyze — Descriptive Statistics —
Crosstabs

Wi |

i Crosstabs

X
T | subject H;\I[S]: oK |
. . . ZER
This will allow the user to create a table with g - Pste |
. . 4 L
one variable representing rows and another  _ |4 sqttest : Reset |
. . Column[s):
representing columns. Select the appropriate - ® aoe Cancel |
variables and move them to the correct box. Hep_ |
: Layer 1 of 1
SPSS will create tables with more than two Previous | ezt |
variables. Simply move the additional .
variables to the Layer box. 7
The Statistics option allows for statistics | B Dicplly csioree w7 liats
evaluating the association between variables. - | Suppresstables
Cells allows the user to define what values to statisics... | Cels.. || Fomat.. |
include in the cells. Format provides the
option to report categories in ascending or descending order.
The output is as follows:
Crosstabs
Case Processing Summary
Cases
Valid Missing Total
N Percent N Percent Percent
sex * age 6 100.0% 0 .0% 100.0%
sex * age Crosstabulation
Count
age
18 19 20 21 22 Total
sex Male 1 0 0
Female 1 0 0
Total 2 1 1

Notice that there are two eighteen-year-olds — one male, one female. There is one nineteen-year-

old, a female.




Assignment

1. Open the data saved from the previous assignment (SPSS Assignment 3).

2. Cadculate the mean, standard deviation and range of body mass index, height and weight
across all subjects.

3. Split the file by sex and calcul ate the mean and standard deviation of BMI for males and
females.

4. Remove the split and create a frequency table for sex.

5. Create afrequency table that includes both sex and height (short or tall).

Output should look like:

Descriptives

Descriptive Statistics

N Range Mean Std. Deviation
Height 4 8.500 64.12500 3.750000
Weight 4 51 147.25 22.809
BMI 4 5 25.12 2.515
Valid N (listwise) 4

Descriptives

Sex =F
Descriptive Statistics
N Range Mean Std. Deviation
BMI 2 1 23.03 .798
Valid N (listwise) 2
a. Sex=F
Sex =M
Descriptive Statistics
N Range Mean Std. Deviation
BMI 2 1 27.21 .899
Valid N (listwise) 2
a. Sex =M

Frequencies
Statistics

Sex
N Valid

Missing 0




Sex

Cumulative
Frequency Percent Valid Percent Percent
Valid F 2 50.0 50.0 50.0
M 2 50.0 50.0 100.0
Total 4 100.0 100.0
Crosstabs

Case Processing Summary

Cases
Valid Missing Total
N Percent N Percent N Percent
Sex * Height 4 100.0% 0 .0% 4 100.0%

Sex * Height Crosstabulation

Count
Height
60.500 62.000 65.000 69.000 Total
Sex F 0 1 1 0
M 0 0

Total 1 1 1 1 4




Graphs and Charts

In this tutorial you will learn:
6. ldentification of items in the Graphs menu
7. How to create bar graphs and line graphs
8. How to create scatterplots and histograms
9. How to create and manipulate interactive graphs
10. How to usethe Gallery

It is necessary to use alarger data set from those previously used for this and future tutorials. The
data set from prior tutorials will be used, but additional subjects were added.

File Edt ¥eew Data Transform  Gnalyze Graphs Ubiitees  Add-ons Window Help
@|W|&| G| o|«] 5] =|k] & £l TSRS @
e : g = )
subpect [ SRX | aga | test | MNew test I éqn test T
11 Male 18 | 9500 |High 10
2]2 | Female | ] | 8000 'ngh | g
3|3 [ Male | 20 | 7500 |Low g
4l4 | Female | 19 | 7900 |Low g
5|5 | Female | 18 | 8300 |High al
6|6 | Male | 22 | 6200 |Low Bl
7|7 | Female | 23 | 9100 |High | 0
8|8 | Male | 24 | 8600 |High ' gl
EIE] | Female | 18 | 9400 |High | 0]
10/10 [ " Male | 19 | 7800 |Low | CY
1)1 | Female | 22 | 6300 |Low 8l
12]12 | Female | 21 | 8000 |High ]
13[13 | Male | 24 | 8200 |High 3l
14]14 | Female | 20 | 7400 |Low g
15]15 | Female | 20 | 6500 |Low B
1616 | Male | 30 | 5500 |Low 7]
17 [ 1

Graphs Menu

The Graphs menu includes many options. It allows you to specifically choose the q
type of graph or chart to create, including scatterplots, histograms, bar charts, ! G’*“Jﬁ s
line graphs, area graphs, pie charts, and box plots. It aso contains an option to | m:m -
create interactive graphs that can be manipulated by rotating them or changing =
parameters. P e

Hrea, .
Pe...

1 High-Low...
' parete..,

I Contral..,

| Scatter...
P-P...
Sequends...
ROC Curve. .,

1 Tine Serjes [




Bar Graphs and Line Graphs

Bar Graphs
Graphs — Bar
Data or summaries of data are reflected on bars on a graph. This is appropriate when the
variables on the X axis (horizontal axis) are categorical — either nominal or ordinal scale.
To create a bar graph, select Graphs — Bar. This opens a new
window with options for the type of bar graph to be created:

Simple Each bar is a solitary piece of information. Bars may
represent individual cases, frequencies, or means. Cancel_|
Clustered Categories of one variable (or two or more variables) Help_ |

can be represented within categories of another
variable. Alternatively, two or more variables can be

H Stacked

summarized for each individual case. Data in Chart Are
Stacked Similar to clustered, except bars are placed on top of % Summaries for groups of cases
each other rather than next to each other. " Summaries of separte varisbles
" Walues of individual cases

Within each of these types, there are three options for data to display.

Summaries for groups of cases Summarizes categories of an individual variable (or a
variable within a variable).

Summaries of separate variables Summarizes multiple variables with a bar for each variable
(or each variable within categories of another variable).

Values of individual cases Summarizes a single variable (or variables within a
variable) by individual case.

Once you have made your selection, click Define to further define the graph.

Smple Bar Graphs
Click Simple and determine the type of datato portray. For example, options for asmple bar
chart with summaries for groups of cases, alows the following options:

Deta-ml ne What the bars rq:)re%nt: ; : Define Simple Bar: Summaries for Groups of Cases x|
frequency (number of cases), percent [ siec f.a;j jf:;j:m ot s Lok ||
of cases, cumulative percentage, etc. | 2= CCumnooss  C G rotemer | P20 | |
These values can be viewed in ewﬁl/( " Dther summary function ﬂl I
frequency tables. Thiswill repr 2 %g‘z;“—t:‘;‘ il il
the Y axis (the vertical axis). . i | "o | |
Then, determine what variable will \ /" [
represent the X axis (the horizontal >~ Category Asis:
axis). ]

] Template B
The Titles option alows the user to {'_1" speciications from ;Lil I
define atitle and subtitle for the graph ==

and footnotes as well.
Options allows the user to determine how to treat missing cases. When finished, click OK.



The following simple bar chart uses number of cases for the variable New_test.
Notice there are equal numbers of low and
high test scores. This may tell an instructor
that he/she is not inflating grades and is not
grading too harsh, either. However, depending
on the type of test, the attribute being tested,
and the implications of the results, this graph
may depict negative results. Interpretation is
dependent upon many factors.

Count

New_test

Using the Summaries of Separate Variables Option, the user may select from the following
options to create a bar graph:

Mean of Values Sum of Values Minimum Vaue
Median of Values Standard Deviation Maximum Vaue
Mode of Vaues Variance Cumulative Sum

Number of Cases

The user may also opt to identify a specific value and have bars reflect:
Percentage above Percentile Number below
Percentage below Number above

Thisis done by selecting the Change Summary option in the definition window. At least two
variables must be selected in the Bars Represent window. This might be handy if the students
took two or more tests and the average scores would be compared.



Clustered and Sacked Bar Graphs

The procedure for clustered bar graphs is similar to smple bar graphs, except a variable needs to
be selected for clustering. The same procedures are used for stacked bar graphs. (Clustered are
shown below.) One variable will be nested within another variable, as shown below:

. . : Deline Clustered Bar: Summaries for Groups o -j_ ﬂ
Here, sex provides the cluster and age is nested == : .

. . . . . subject . |
within sex. The fina graph will depict sex on st o Mot coss [ ko =
the X axis, number of casesonthe Y axis. For s € Obmsummaptcion ™

H Y - Wariable:
the males and for the females, individua bars — Cancel
will reflect the number of cases for each level Chenge Summets Hep |
Of age %e OUtpUt E Categaory Axis:
£ s |
Define Clusters by:
EY —
Template .
] Use chart gpecifications from: M
Fh_l jEEgJ
Graph

Count

Female

sex

Managing Output

Resultant graphs can be adjusted by double clicking on the graph. A new, editing, window will
open. In thisway, colors, fonts, sizes of axes and titles can be changed. The legend may be
deleted or inserted; text boxes can be inserted. Many other options are available.



: : :LineCharts

Graphs — Line

Line charts differ from bar graphs in that the data are reflected by points, connected by a line.
Line charts are appropriate when the variable on the X axis is numerical and interval or ratio

scale data.

Simple, multiple and drop-line options are available. These are
similar in definition to the definitions in bar graphs. Instead of
clusters, multiple lines reflect variables within other variables in

multiple line charts. Drop-line line charts are equivalent to stacked

bar graphs, see below:

A

Drop-line Chart

P

Catl Cat2 Cat3

Category Yariable 1

Cat Var 2
A Cat A
= CatB
% CatC

: Line Charts

i /\-’ Simple

. 1 Datain Chart Are

] Cancel |
@ tultiple Help |

;Egg Drop-line

(¢ Summaries for groups of cases
" Summaries of separate variables
= Walues of individual caszes




Scatterplots and Histograms

+
L +:
N
+

Scatterplots

Graphs — Scatter

In a scatterplot, values of one numeric variable are depicted on the X axis and corresponding
values of another numeric variable are depicted on the Y axis. Data points are presented on the
graph depicting their corresponding scores on each variable. So, to create a scatterplot, two
paired variables must be available. Often the independent variable is depicted on the X axis and
the dependent variable is presented on the Y axis. This is especially useful in correlation and
regression.

There are four options for type of scatterplot: -
(S)implle 1(\)/Ine XtilY Varia‘t;e $air able pairs (cach s simete g Matrix
verlay ore than one X-Y variable pairs (eac s [mEl
depicted by a different marker) [ O *
Matrix All possible pairs of variables are depicted
by a cell with a scatterplot within the cell
3-D Three variables are plotted in three dimensions.

i Simple Scatterplot

For our example, we might want to graph data points by %z:?ed
age and test score. We go to B New test
Graphs — Scatter Poae
Select Simple, then click Define.

A new window will open in which one may select the X

and Y Variables. Label Cases by:

— Templat

Here, age will be on the X axis and test score on the Y T Use chart specifcaians fiam:

axis. LA |

Titles... | Dplions...l

We might have expected that test score

would change as a function of age. That 1w
is, we might have expected that as people g

get older, they score higher (or lower). _— o
That does not appear to be the case here. 8
The scatterplot is also useful for . 8 °
identifying outliers, data points that are
wildly different from the rest of the data. 7000
Notice the maverick data point in the .
bottom right corner. This reflects an _— 8
individual that is older than the others

and also scored much lower than
everyone else. It would be worthwhile to

test
oo

50.00

make sure the data was entered correctly o » z 2 * »* ®

age



and to determine if there were other abnormalities with this case, to determine if it should be
eliminated from the data set.

e Histograms
Graphs — Histogram
Histograms show the distribution of a single variable.

Users may choose a variable to depict on the X axis. Frequency is depicted on the Y axis.
For the variable of test, the
following histogram was .
created:

Notice that the highest
number of test scores is
between 80 and 90. The
distribution seems to be
negatively skewed, which
means there is a tail to the
left of the distribution.

4

o
1

Frequency

[}
1

iean = 77 8375
Stel. Dew. =11 85169
=16

50.00 G0.00 70.00 &0.00 40,00 100.00
test



test

Interactive Graphs
Graphs — Interactive — Type of Graph
The following types of graphs can be created interactively:

Bar Line Drop-line Pie Histogram
Dot Ribbon Area Boxplot Scatterplot
. Create Scatterplot X]
The example shown here will be for a scatterplot. e —— _
AssignVariables | Fit | Spikes | Titles | Optins |

In this example, test will be onthe Y axis. 3-D i L s0comme
coordinate was selected, instead of 2-D, so there are o[t
2 X-axes. On one X-axis is placed age and on the AT [& e
Other’ %)( Legend Yariables

Calar: I
The output is printed below. e [

Size: l—

Panel ariables

o
e . ’
& a o
Boog. = = Label Cazes By: I
e © 0K I Paste Reset | Cancel | Help |
o
o
a
B
° o
] ; P n
= 5 2 w
n P
Sey £ ] age

By double-clicking on the graph, we are able to manipulate the graph by adding symbols or text.
We can also rotate the graph (see below for manipulated versions).

o 90.00
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o 80.00 o

test

80.00-

70.004 o
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Gallery
Graphs — Gallery
The Gallery is essentially a help page. It allows the user to click on a picture of a graph to obtain
information about how to create it and what it is. This is useful if you do know what you want
your graph to look like, but do not know what it is called.

E? Base System =101 x|

= e =2 @ [F

Hide Back Fonward  Stop Refresh  Options

Contents  Index |§ealch| Favoljtesl Main Chart Gallery
Type in the kepword ta find;

[ Click any icon to jump to detailed Help for that chart type.

_
command syntax

3D effects
it bar chartz
in pie charts
3D scatterplots
caze labels
control variables
rotating
Access [Microzaft)
accezsibility
alternative documentation
blind uzers
keyboard navigation
keyboard shortcuts
vizually impaired uzers
ACF
command syntax
active file
caching
creating a temporany active file
wirtual active file
active window
Activer objects
Add Document
cammatid syhtas
Add Files
cammand syntax
Add Yalue | ahels LI

Dizplay |

-

l-171

Hstor| | & 28 37 > O | @ | B | Bs [[Fe- Ho.| [#5 HABITR 2




Assignment

1. Open the data set entitled Readingtime.sav. The data are subject number, temperature in the
room, and amount of time children continued to read. The data are fictitious.

2. Create a scatterplot with temperature on the X axis and reading time on the Y axis. Interpret
the results.

3. Create abar graph with temp on the X axis and mean reading time on the Y axis. Y ou will
have to use the Other Summary Function.

Output should look like:

Reading time and Room Temperature

8.04

6.00

readtime
N
=

2.00

0.0a

As temperature increases, reading time decreases.



Mean readtime

Reading time and temperature
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One- and Two-Sample t-Tests

In this tutorial you will learn:
1. How to compute a one-sample t-test and interpret output
2. How to compute atwo-sample dependent t-test and interpret output
3. How to compute atwo-sample independent t-test and interpret output

The data from prior tutorials will be used here, with the following exceptions:
e SQrt_test has been deleted
e A new test score, End _test, has been added to reflect the students’ score on the test at
the enld of the year.

subject sex age test Mew test | End test i
11 Male 18 9500 |High 71.33
2|2 Fermale 21 8OO0 |High 51.33
3|3 hale 20 7500 |Low 58.00
414 Female 19 79.00  |Low B0.6¥
5|8 Fernale 18 BR.00  |High BE.E7
B|6 hale 22 B200 |Low 45933
7|7 Fermale 23 91.00  |High BB.B7
g|a hale 24 B5.00 |High B5.33
ElE] Fernale 18 894.00  |High 70.67
10110 hale 19 78.00  |Low E0.00
1111 Fernale 22 B3.00  |Low 50.00
1212 Fermale 21 BOO0  |High 61.33
13|13 hale 24 8200 |High 5267
14114 Fernale 20 7400 |Low 57.33
15115 Fernale 20 B5.00 |Low 51.33
16|16 hale 30 5500  |Low 44 657




One-sample t-test
Analyze — Compare Means — One-sample T Test

A one-sample t-test is used to test differences between a sample mean and a hypothesized (null)
value. For example, it might be well-known that the mean score on the test (from the sample data
used in the prior tutorials) is 75. This is a standard test that has been used and validated over
severa years. We hypothesize that our group of students will score differently than thisdueto a
new training program in which they participated. A one-samplet -test comparing our sample
mean to the population mean of 75 is appropriate. Remember, no statistic can make up for poor
research design. So, review hypothesis testing and experimental design before running an
experiment and analyzing data.

To test this,
Analyze — Compare Means — One-sample T Test

i One-Sample T Test _ x|

Move all variables to be analyzed to the : [@ subject Test Variablefs):
Test Variable(s) box using the right arrow i %:‘; ¢S Paste |
button. 1 > Sart_test E ﬂl

. . : Cancel |
Sp§c1fy the hypothesized (npll) value to : b |
which your sample mean will be compared.
In this case, it is 75. I TestValue [75 _Opions._ |

The Options button allows you to specify confidence intervals and to determine how to treat

missing data. The options for missing data include:

Exclude cases listwise If any case has a missing data point in a variable used in
any of the t-tests requested, eliminate al data related to
that case. Sample size is constant across al analyses.

Exclude cases analysis by analysis  If any case has a missing data point, eliminate data related
to that case only for analyses that involve the variable
with missing data. Sample size varies by analysis.




Output

One-Sample Statistics

Std. Error
N Mean Std. Deviation Mean
test 16 77.9375 11.85169 2.96292

One-Sample Test

Test Value = 75

95% Confidence
Interval of the Difference

Mean
t df Sig. (2-tailed) Difference Lower Upper
test .991 15 .337 2.93750 -3.3778 9.2528

The first table presents descriptive statistics. Double check this box to make sure all values are
correct. If not, look for data entered incorrectly or determine if there are missing data points or
other anomalies.

The second table presents results of the one-sample t-test. The t value is.991, with 15 degrees of
freedom (n-1). The probability of collecting a sample with the mean value of 77.9375 given that
the true population mean is 75 is.337 (Sig.). Thisis not significant at both o =.05 and a.=.01. We
fail to rgect our null hypothesis.

The difference between our obtained sample mean and the hypothesized mean of 75 is2.9375I.
The 95% confidence interval for the difference in means is-3.3778 to 9.2528. We are 95%
confident that the true population mean falls within this interval, as estimated with our sample
data. Notice that the interval contains 2.93751. This corresponds with our decision to fail to
reject the null hypothesis.



Two-sample dependent t-test
Analyze — Compare Means — Paired Samples T Test

Often we have two different groups whose means we want to compare. In this case a one-sample
t-test is not appropriate (because we have two samples). There are two possible ways to design a
two-sample experiment: dependent or independent. In dependent tests, either the same subjects
or matched pairs contribute data. In the first case, a repeated measures design, subjects are tested
at two separate occasions. One example is a pre-test, post-test design in which subjects take a
test, receive a treatment, and then retake the test. Researchers are interested in change from the
pre-test to the post-test and assume the change is due to the treatment (e.g., a study skills course,
drug-therapy, etc.). In the second case, two individual s are matched on some attribute or list of
attributes. For example, pairs of students may be matched on age and 1Q but differ by gender to
determine if males score differently on standardized tests than females. In another example,
adults may be paired with their spouses to determine if the husbands’ data differs from the
wives’ data.

Independent tests will be discussed in the next section.

Set up the data
SPSS requires the user to specify the two paired variables. The paired values must appear on the
same row.
For example, we may want to compare pre-test and post-test scores for subjects. The data would
be entered as follows:

Subject Pretest Posttest

1 30 40
2 40 50
3 50 60
4 60 70
5 70 80

Notice that each row represents a subject; the two paired variables (pre-test and post-test) appear
as two columns,
In a matched design, the data are entered the same way, except each row represents apair. The
two paired variables represent scores from each member of the pair:
Pair Husband Wife
1 7 6

O N O o
~N o~ o

ab~ownN

For our example, let’s assume that our students took the test at the beginning of the year. At the
end of the year, they took an equivalent test. We want to test the null hypothesis that there is no
change in test score from the beginning of the year (test) to the end of the year (End_test).



Analyses
Analyze — Compare Means — Paired-Samples T Test

: Paired-Samples T Test B x|
Select the two paired variables in & subject Paired Variables:
the box to the right by clicking on | # == test - e paste |
one then the other. They will _ :’Eg Rese |
appear under Current Selections & End of yesr test [End_b —
as they are selected. Then use the e
right-arrow button to move the Eres|
pair to the Paired Variables box. - Cunent Selections
You may select any number of Vasizole 1:
pairs. Vasiable 2 Optors... |

The Options button allows the user to identify confidence intervals and to determine how to
manage missing data (see above).

Output
T-Test
Paired Samples Statistics
Std. Error
Mean N Std. Deviation Mean
Pair 1 test 77.9375 16 11.85169 2.96292
End of year test 59.9583 16 7.90113 1.97528
Paired Samples Correlations
N Correlation Sig.
Pair 1 test & End of year test 16 1.000 .000
Paired Samples Test
Paired Differences
95% Confidence
Std. Error Interval of the Difference
Mean Std. Deviation Mean Lower Upper t df Sig. (2-tailed)
Pair 1 test- End of year test 17.97917 3.95056 98764  15.87406  20.08427 18.204 15 .000

The first table contains descriptive statistics for each variable.

The second presents correlations between the two variables. Here they are perfectly correlated
(because the data for End_test was created as a function of test).

The third table reports the mean and standard deviation of the difference in value between the
pairs. (Note that in a dependent t-test, the difference in score for each subject or pair is calculated
and then determination is made to determine if the mean difference is significantly greater or less
than zero.) The 85% confidence interval for the mean difference in presented. Notice it does not
include zero. Thet value for this test is 18.204 with 15 degrees of freedom (np-1). Thisis
significant. Notice, the probability value under Sig. (2-tailed) is.000 (or reported as <.001)



which is less than .05 or .01. We can conclude that students scored significantly higher at the
beginning of the year than at the end of the year.

One-sample t-test
Analyze — Compare Means — Independent-Samples T Test

In an independent design, two samples are obtained, but members are not paired. The two
samples are independent of one another. Hypotheses are concerned with difference between
groups. For example, we might be interested in the difference between males and females on the
test variable.

Set Up Data

The data must be arranged with one grouping variable (independent variable) and one test
variable (dependent variable). Our data are arranged in such away. The sex variable is our
independent variable and the test variable is our dependent variable.

Analyses
Analyze — Compare Means — Independent-Samples T Test

: Independent-Samples T Test e x|
Move the test variable to the Test Variable & nbject Test Variablefs} |
window with the right-arrow button. Move ® g & test |
(A} Mews_test

the grouping variable to the appropriate ® End o »

el best [End Reset
window with the associated right-arrow [d —I
button. :
You must also define the groups in the
Grouping Variable. Select the Define
Groups button.

i Define Groups x|
@ Use specied vaues | Coniue |
Group 1: [1 ' Cancal |
. . . . . . Group 2 |4
An alternative is to use a numeric variable and identify a cut-off _Hep |

value that will divide the data into two groups (those above and { < Ciloonk
those below the cut-off). This is useful when using median or mean splits.

Identify the values to define Group 1 and Group 2. Recall, we
coded sex as 1 (male) and 2 (female). Then select continue.




Output

T-Test
Group Statistics
Std. Error
sex N Mean Std. Deviation Mean
test Male 7 76.1429 13.77714 5.20727
Female 9 79.3333 10.77033 3.59011
Independent Samples Test
Levene's Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Mean Std. Error Interval of the Difference
F Sig. t df Sig. (2-tailed) Difference  Difference Lower Upper
test Equal variances assumed 416 .529 -521 14 .610 -3.19048 6.12324 -16.32351 9.94256
Equal variances not 504  11.167 624  -3.10048  6.32491 -17.08612 10.70517
assumed

The first table includes descriptive statistics.

The second table includes, first, Levene’s test for equality of variances. If one cannot assume the
two groups have equal variance, it is not appropriate to use the pooled variance in computing a t
value and degrees of freedom must be estimated, especiadly if the two groups have unequal
sample sizes. Levene’s test provides a test of the two sample variances. If significant, one cannot
assume equal variance. If not significant, then make the assumption that the two groups have
equal (or at least similar enough) variances.

If equal variance is a concern for you, first check to see if you can assume equal variance. If so,
use the t-tests on the first line. If not, use the second line.

Here, we will assume equal variance. Thet value is-.521 with associated degrees of freedom of
14 (n;+ny-2). Thisis not significant (sig. = .610). The mean difference between groupsis-
3.19048. Thisis followed by the standard error for the sampling distribution of mean differences
and the 95% confidence interval for the difference in means.



Assignment

Open the data Readingtime.sav.

Filter out the data for temp=110.

Run the appropriate test of the null hypothesis that reading time is equal to O.

Run the appropriate test of the null hypothesis that students read longer in cooler
temperatures (70 and 80 degrees) than in warmer temperatures (90 and 100 degrees).

El SN

Output should look like:

T-Test
One-Sample Statistics
Std. Error
N Mean Std. Deviation Mean
readtime 24 4.5000 1.76930 .36116
One-Sample Test
Test Value =0
95% Confidence
Mean Interval of the Difference
t df Sig. (2-tailed) Difference Lower Upper
readtime 12.460 23 .000 4.50000 3.7529 5.2471

Students read a significant amount of time greater than O.

T-Test
Group Statistics
Std. Error
temp N Mean Std. Deviation Mean
readtime >=85.00 12 3.1667 .83485 .24100
< 85.00 12 5.8333 1.40346 140514
Independent Samples Test
Levene's Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Mean Std. Error Interval of the Difference
F Sig. t df Sig. (2-tailed) Difference  Difference Lower Upper
readtime Equal variances assumed 5.037 .035 -5.657 22 .000 -2.66667 47140  -3.64430  -1.68903
Equal variances not 5657  17.918 000  -2.66667 47140  -3.65737  -1.67596
assumed

The difference in reading time between high and low temperatures is significant. They read
longer under cooler temperatures.



One-Way ANOVA

In this tutorial you will learn:
4. How to compute aone-way ANOVA and interpret output
5. How to run planned contrasts and interpret output
6. How to compute post-hoc comparisons and interpret output

The data for this tutorial include:

Drug Group Indicates to which group the individual was randomly assigned: the old,
commonly used drug (1), a new experimental drug (2), or a placebo (3).

Recovery Amount of time to recover from minor surgery (in days)

Group| Recovery 4
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The researcher wonders if there is a difference in recovery rate among groups and whether or not
the new drug improves recovery. A one-way ANOVA will evaluate the variance among the
group means as a function of overall variance. It is appropriate to test differences among 2 or
more groups. A significant result can be interpreted to mean that all the group means are not
equal (or closeto equal).

One-way ANOVA
Anayze — Compare Means — One-Way ANOVA

. . i One-Way ANDVA [ X|

Move the variables of interest from the left- ,

. . . Dependent List:
hand window to the appropriate right-hand ® Recovery
windows with the right-arrow buttons. The _Ease |
dependent variable goes in the window Besat |
labeled Dependent List. The independent Cancel |
variable (grouping variable) goes in the Factor Help_|
window marked Factor. Then click OK. [® Group

Contrasts. .. | Post Hoe... | DOptions... |

The Options button provides the opportunity
to include descriptive statistics, tests of homogeneity of variance (Levene test) in the output. It
also allows the user to identify how to treat missing data.



Output

Oneway

Descriptives

Amount of time to recover from surgery (days)

95% Confidence Interval for

Mean
N Mean Std. Deviation ~ Std. Error Lower Bound Upper Bound Minimum  Maximum
New Drug 5 6.20 1.304 .583 4.58 7.82 5 8
Old Drug 5 7.60 1.140 .510 6.18 9.02 6 9
Placebo 5 3.40 1.140 .510 1.98 4.82 2 5
Total 15 5.73 2.120 547 4.56 6.91 2 9
ANOVA
Amount of time to recover from surgery (days)
Sum of
Squares df Mean Square F Sig.
Between Groups 45.733 2 22.867 15.953 .000
Within Groups 17.200 12 1.433
Total 62.933 14

The first table presents descriptive statistics because that option was selected in the Options
window. The second table presents the results of the ANOVA. We can see that the overal Fis
significant with 2 and 12 degrees of freedom, F(2, 12) = 15,953, p <.001. We can conclude that
at least two group means are significantly different.

To learn which means are significantly different, further tests must be run: planned or post hoc.

Planned Contrasts

Planned contrasts are analyses that are conducted when they were explicitly planned for before
data was collected. They take the form of special linear combinations in which all the weights
sumto O.

One-Way ANOYA: Contrasts E x|

In the One'W&y ANOVA WI ndOW’ %Ia:t Contrags I Polyramial Degree:; ILinear j Continue I
Polynomial contrasts, also known as trends, including ~Conlrast 1 of 1 e |
linear, quadratic, cubic, 4™ and 5" are allowed with the _|F' [ e )| == |
POlyn0m|a| Opt|0n Coeffizients:

| | -1
Users may also define their own contrasts by supplying ] “‘—9| | ‘
weights (that must sum to 0). Type each weight in the [ e
Coefficient box, then click add. Do this for each weight in - [Z2eEn Tl 000

order from first to last. The contrast selected here compares the new drug to the mean of old drug
and placebo. It tests if the new drug results in different recovery times than the other 2 methods.
More than one contrast can be selected by clicking the Next button.



Output

The following output is added to the one-way ANOVA:

Contrast Coefficients

Drug Group
Contrast New Drug  Old Drug Placebo
1 2 -1 -1
Contrast Tests
Value of
Contrast  Contrast Std. Error t df Sig. (2-tailed)
Amount of time to recover  Assume equal variances 1 1.40 1.311 1.067 12 .307

from surgery (days) Does not assume equal 1 1.40 1371 1.021 7.123 341

The first table lists the groups and the associated weights we selected. Double check to make
sure it is correct.

The second table reports the results of the contrast as t-tests. We can see that our contrast is not
significant, t(12) = 1.067, p = .307. We cannot conclude, from this data, that recovery is
different with the new drug than the old and placebo. We cannot conclude that new drug is no
different than old drug and that new drug is no different than placebo. First, that isaccepting the
null hypothesis (bad). Second, remember, that this contrast lumps together the old drug and the
placebo. Looking at the group means we can see that the mean with Old drug is higher than New
drug, but Placebo is lower.

Post hoc Comparisons

Post hoc comparisons are comparisons of group means made after data have been collected.
They do not assume any prior hypotheses. Most are pairwise comparisons, meaning they
compare all pairs of means, to determine if they are significantly different. If there are alarge
number of group means, resulting in many pairwise comparisons, it may be wiseto use a
correction for alphato control for familywise (or overall) Type | error rates. The more pairs you
test, the higher your familywise alpha.

To run post hoc analyses on SPSS, in the one-way ANOVA window, select Post Hoc.



Tests are grouped by equal variance
assumption. If one can assume equal
variances, then the top group should be
used. If not, the bottom group is
available. For this data, we have selected
Tukey and Dunnett. Because Dunnett is
specifically geared to test each group
mean against a control group mean, the
control group must be selected. In this
case, it isthe last group, Placebo.

We a'so adjusted the significance level to
.0167 (.05/3) to control the Type | error rate.

Output

[T R I TERey L (R L TR I IS A L]

Bl One-Way ANDYA: Post Hoc Multiple Comparisons

T Ty

[EFTER L Ir

— Equal Variances Azzumed

[~ LsD [T 5-NK

[~ Bonferoni ¥ Tukey

[~ Sidak [~ Tukey'sb

[~ Scheffe [~ Duncan

[ BEG-WF [~ Hockberg's GT2
[T RE-GWQ [~ Gahrisl

I~ waller-Duncan
Tivpe | Tvpe I Emar, Fatia; I'I ]

v Dunnett
ILast 'I

Control Category:
Test
I;: 2-sided < Control > Cantral

— Equal Variances Mot Aszumed

[T Tamhane's T2 [~ Dunretts T3 [ Games-Howel [~ Dunnett's C
Significance level: I.EI'I &7
Continue I Cahcel Help

The following output is added to the one-way ANOVA.

Post Hoc Tests

Multiple Comparisons

Dependent Variable: Amount of time to recover from surgery (days)

98.33% Confidence Interval

(1) Drug Group  (J) Drug Group Diffe:\:.iig (I-J)  std. Error Sig. Lower Bound Upper Bound
Tukey HSD New Drug New Drug
Old Drug -1.400 757 .196 -3.89 1.09
Placebo 2.800* 757 .008 31 5.29
Old Drug New Drug 1.400 757 .196 -1.09 3.89
Old Drug
Placebo 4.200* 757 .000 1.71 6.69
Placebo New Drug -2.800* 757 .008 -5.29 -31
Old Drug -4.200* 757 .000 -6.69 -1.71
Placebo
Dunnett t (2-sided)? New Drug New Drug
Old Drug
Placebo 2.800* 757 .006 .45 5.15
Old Drug New Drug
Old Drug
Placebo 4.200* 757 .000 1.85 6.55
Placebo New Drug
Old Drug
Placebo

*. The mean difference is significant at the .0167 level.

a. Dunnett t-tests treat one group as a control, and compare all other groups against it.



Homogeneous Subsets

Amount of time to recover from surgery (days)

Subset for alpha = .

0167
Drug Group N 1 2
Tukey HSD? Placebo 5 3.40
New Drug 5 6.20
Old Drug 5 7.60
Sig. 1.000 .196

Means for groups in homogeneous subsets are displayed.
a. Uses Harmonic Mean Sample Size = 5.000.

The first table presents the results of the post hoc comparisons. The top part presents the results
of Tukey’s HSD. Each cluster compares the I group to each of the J groups. For example, the
first cluster compares the new drug to the old drug and to placebo. New drug is significantly
different from placebo, but not old drug. The next cluster compares old drug to the other groups.
It is significantly different from placebo. From these results, we can conclude that the drugs,
while not significantly different from each other, result in significantly longer recovery times
than placebo.

The bottom part of the table presents the results of Dunnett t. It is read the same way, but recall
that it will only compare each group to the control group (placebo). The same interpretations can
be drawn.

The second table arranges like groups together. It is shown that the new drug and the old drug
are not significantly different from each other, but placebo differs from both.



Assignment

1. Open the datatitled Readingtime.sav. Remove all filters (from the last tutoria).

2. Run the appropriate test to determine if there is a difference in reading time among the

different room temperatures. Additionaly,

a.  Run the appropriate planned contrast to compare 100 and 110 degreesto 70 and 80

degrees.
b. Conduct a post-hoc analysis of your choosing.

Output should look like:

Oneway
Descriptives
readtime
95% Confidence Interval for
Mean

N Mean Std. Deviation Std. Error Lower Bound Upper Bound Minimum  Maximum
70.00 6 6.8333 1.16905 AT726 5.6065 8.0602 5.00 8.00
80.00 6 4.8333 75277 .30732 4.0433 5.6233 4.00 6.00
90.00 6 3.6667 .81650 .33333 2.8098 4.5235 3.00 5.00
100.00 6 2.6667 .51640 .21082 2.1247 3.2086 2.00 3.00
110.00 6 1.5000 1.04881 42817 .3993 2.6007 .00 3.00
Total 30 3.9000 2.04011 .37247 3.1382 4.6618 .00 8.00

ANOVA
readtime
Sum of
Squares df Mean Square F Sig.
Between Groups 100.867 4 25.217 31.786 .000
Within Groups 19.833 25 .793
Total 120.700 29
Contrast Coefficients
temp

Contrast 70.00 80.00 90.00 100.00 110.00
1 1 1 0 -1 -1




Contrast Tests

Value of
Contrast Contrast  Std. Error t df Sig. (2-tailed)
readtime Assume equal variances 1 7.5000 72725 10.313 25 .000

Does not assume equal 1 7.5000 .74162 10.113 15.692 .000




Post Hoc Tests

Multiple Comparisons

Dependent Variable: readtime

LSD

95% Confidence Interval

() temp (J) temp Diﬁe:\rﬂeﬁire] (I-3) std. Error Sig. Lower Bound Upper Bound
70.00 70.00
80.00 2.00000* .51424 .001 .9409 3.0591
90.00 3.16667* .51424 .000 2.1076 4.2258
100.00 4.16667* 51424 .000 3.1076 5.2258
110.00 5.33333* .51424 .000 4.2742 6.3924
80.00 70.00 -2.00000* .51424 .001 -3.0591 -.9409
80.00
90.00 1.16667* 51424 .032 .1076 2.2258
100.00 2.16667* 51424 .000 1.1076 3.2258
110.00 3.33333* .51424 .000 2.2742 4.3924
90.00 70.00 -3.16667* 51424 .000 -4.2258 -2.1076
80.00 -1.16667* 51424 .032 -2.2258 -.1076
90.00
100.00 1.00000 51424 .063 -.0591 2.0591
110.00 2.16667* .51424 .000 1.1076 3.2258
100.00 70.00 -4.16667* 51424 .000 -5.2258 -3.1076
80.00 -2.16667* .51424 .000 -3.2258 -1.1076
90.00 -1.00000 .51424 .063 -2.0591 .0591
100.00
110.00 1.16667* .51424 .032 .1076 2.2258
110.00 70.00 -5.33333* 51424 .000 -6.3924 -4.2742
80.00 -3.33333* 51424 .000 -4.3924 -2.2742
90.00 -2.16667* 51424 .000 -3.2258 -1.1076
100.00 -1.16667* 51424 .032 -2.2258 -.1076
110.00

*. The mean difference is significant at the .05 level.

All comparisons are significant except 90 and 100.






