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INTRODUCTION 

In recent decades, renewable energy sources (RESs) have been the focal point of research 

among scholars due to their considerable advantages over conventional and fossil fuel-based 

power plants. Penetration of RESs has been increased substantially in power network in recent 

decade to provide both consumers and network operators with technical and economic benefits. 

Technological development of power electronics has also boosted RESs utilization in both 

transmission and distribution levels of power network (Garcia-Vera, Dufo-Lopez & Bernal-

Agustin, 2019). In recent decade, Canadian government has increased the investment in RES. 

Currently, Canada is ranked 9th in global wind power generation by producing 2% of global 

wind power generation and 4% of Canada’s electricity generation (Canadian Wind Energy 

Association, 2020). In Figure 0.1, the increase in installed capacity of wind power plants in 

Canada is shown. 

Figure 0.1 Installed onshore wind power plant capacity in Canada 
Taken from CanWEA (2020) 

 

It is obvious from Figure 0.1 that by the end of 2019, more than 13GW wind power is installed 

all over Canada and wind power plants have a high share of power production in the network. 

Besides, the number of installed turbines has been also increased in Canada and Quebec. In 

Table 0.1, the numbers of turbines and installed wind power capacity in Canada and Quebec 

are presented (CanWEA, 2020). 
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Table 0.1 Number of wind turbine and installed wind power: Canada and Quebec 

Region No. of Wind Turbine Total Installed Capacity (MW) 

Canada (Dec. 2019) 6771 13413 

Quebec (Dec. 2019) 1990 3882 

 

Many of these turbines are installed more than 10 years ago and precise condition monitoring 

strategies should be implemented for them to prevent any failure in the system. It is worth 

mentioning that the O&M expenses in wind power industry are increasing considerably. Table 

0.2 shows the increasing trend of O&M costs in Canada (Canadian wind Energy Association, 

2017). 

 

Table 0.2 O&M costs in Canada 

Year O&M (M$) 

2017 290 

2020 450 

 

According to Table 0.2, it is anticipated that the O&M costs of wind power plants in Canada 

will increase to 450M$ by the end of 2020 (CanWEA, 2017). Hence, scholars in collaboration 

with wind industry are trying to find innovative ways to decrease O&M costs in recent years. 

The scope of this research is to develop a powerful tool for fault diagnosis, condition 

monitoring, and fault prediction for wind power plants (specifically for generator windings) in 

collaboration with Power Factors and Natural Sciences and Engineering Research Council 

(NSERC). The rest of this report is organized as follows: 

 

• Chapter 1 defines the problem and motivation for solving it. Objectives of project and the 

expected contributions are discussed in this chapter. 
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• Chapter 2 expounds the previous works on condition monitoring in wind power plants. 

Furthermore, an overview on Machine Learning (ML) and Deep Learning (DL) usage for 

processing SCADA data is provided in this chapter. 

• Chapter 3 explains detailed methodology of project for achieving the defined goals and 

elaborates the concepts, advantages, and disadvantages of Multiple Linear Regression, 

Artificial Neural Networks, Recurrent Neural Network, Long Short-Term Memory. 

Moreover, the concept of Correlation Analysis for feature selection is explained. 

• Chapter 4 defines two case scenarios which represents the healthy and faulty operation 

modes of a wind farm in the North of Quebec Province, Canada. The provided datasets by 

Power Factors are preprocessed and after implementing Correlation Analysis, the chosen 

input features are fed to different types of LSTM models in order to predict the generator 

winding temperature in both case scenarios. Finally, the obtained results are compared to 

indicate the performance of model. In the final section, a conclusion from this thesis is 

provided and some possible ideas for future works are discussed. 

 

 

 

 



 

CHAPTER 1 
 
 

PROBLEM DESCRIPTION 

In last decade, electricity usage in urban and rural areas is increased substantially. Considering 

the electricity history, AC generators gained much more attention based on their abilities over 

DC generators. Most of the primitive power plants were diesel and steam generators; however, 

steam and hydro power plants widely added to power networks after a while. The increasing 

penetration of fossil fuel-based power plants in power grid have raised many environmental 

concerns which coerces many to see RES as a unique solution for meeting the electricity 

demand while considerably decreases Co2 emission (Østergaard et al., 2020). 

 

Wind power plants among different RESs have more established technology which made them 

more popular. Moreover, the energy source is free in these power plants which make them one 

of the affordable RESs. Besides all the merits that wind power plants have, it should be noted 

that their presence in power grid creates challenges for grid operators and owners of wind 

power plants. The intermittent production of power (due to unpredictable nature of wind speed) 

needs specific control algorithms and considerations that are not taken into account for fossil 

fuel-based power plants.  

 

Another equally noteworthy challenge in operation of wind power plants is their considerable 

maintenance expenses. For several years, RESs have been advertised as cutting-edge 

technologies; however, after passing 20 years from their operation in power network, they 

cannot be considered as new technologies anymore. More equipment in wind power plants is 

reaching the end of their life span (Papatzimos et al., 2019). As a result, the O&M costs are 

increasing substantially in recent years. It has been anticipated that by the end of 2020, over 

450 M$ is needed for O&M costs of wind industry in Canada (CanWEA, 2017). Hence, it is 

highly important for governments and wind power plants owners to keep their competitiveness 

with fossil fuel-based power plants. Considering high share of O&M costs in total expenses of 
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power plants, finding solutions for reducing O&M costs of wind power plants will be the best 

way to increase the competitiveness of these power plants. 

 

1.1 Supervisory Control and Data Acquisition (SCADA) systems 

It is worth mentioning that Supervisory Control and Data Acquisition (SCADA) systems are 

widely used in wind power plants to gather data from equipment and send them to command 

center for processing and operation. The gathered data by SCADA systems can be used for 

monitoring the system operation. In the Fig. 1.1, it has been illustrated how SCADA system 

works (Inductive Automation, 2018). 

 

The installed sensors, all over the wind power plant, gather data and send them to 

programmable logic controllers (PLCs) or remote terminal units (RTUs). Data can be sent to 

PLCs and RTUs manually, as well. PLCs and RTUs convey the gathered data to SCADA 

system for further actions. In the next step, SCADA systems prepare data for supervisory and 

Figure 1.1 Structure of a SCADA system 
Taken from Inductive Automation (2018) 
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operational actions (Setiawan et al., 2018). Usually SCADA systems gather the data from 

different equipment by 10-mins average. However, SCADA systems are capable of gathering 

data for higher frequency up to 1 Hz. It is worth mentioning that 10-mins average gathering of 

data make analyzing system parameters more complex, especially for electrical parameters 

which usually have faster variations than mechanical ones. 

 

1.2 Condition monitoring challenges of wind power plants 

Considering the fact that studying horizon (which can be over 10 years) is much bigger than 

the gathering sample rate (in our case it is 10-mins average), the gathered data will be enormous 

over the years and as a result, their analysis will be a time-consuming process. The raw data 

which are gathered by SCADA systems provide the operators with several challenges that 

should be considered to guarantee proper operational analysis of wind power plants. These 

challenges can be explained as follows: 

 

• Many of the gathered data may be out of rational operational boundaries. These data can 

affect proper condition monitoring analysis and moreover, the time required for analysis 

will be increased significantly. Hence, the raw data should be pre-processed based on the 

elimination these data (Yang & Shen, 2020). 

 

• Any failure in measurement systems can affect the gathered data. It is highly important to 

know that the data have been gathered and processed under healthy operation of sensors, 

PLCs, and RTUs. By knowing the failure report of measurement devices, the faulty data 

can be deleted from our dataset (Jiang & Srivastava, 2020). 

 

• Condition monitoring analysis is significantly related to the system operation point. 

Considering the fact that operation point of wind power plants is more variable than fossil 

fuel-based power plants (due to their dependence on wind speed), it can be deduced that 

condition monitoring in wind power plants are more complicated.  
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• The wind power plants experience shut-down periods due to different reasons such as grid 

operators command, curtailment, high wind speed and etc. The shut-down periods produce 

blank data in the database which affect the continuity of condition monitoring analysis. 

 

• Another challenge in analyzing SCADA data for wind power plants is mutual interactions 

between mechanical and electrical parameters. This correlation fails any successful 

individual investigation for electrical or mechanical data analysis. Hence, any specific 

parameter monitoring in these systems needs more complicated control algorithms to 

consider the correlation between mechanical and electrical parameters (Moeini et al., 

2019).  

 

• The other challenge for condition monitoring in wind power plants is the geographical 

position of turbines. It is very important to consider the turbines’ location in the condition 

monitoring, because the wind speed, shading effects, ambient temperature, altitude, and 

etc. are several parameters that related to the geographical position of turbines which affect 

the generated power (Aziz et al., 2019), (Shen et al., 2019), (Patrizi, Ciani, Guidi & 

Bartolini, 2019).  
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These challenges should be considered in developing any condition monitoring tool for wind 

power plants. To show the complexities of these challenges in the time trace of real data, the 

voltage of a wind power plant in high voltage side of its substation is shown in Fig. 1.2. 

 

This wind power plant is located in Quebec Province, Canada and the data is provided in 

collaboration with Power Factors; however, the name of this power plant is not mentioned here 

due to confidentiality reasons. The nominal voltage at high voltage side of substation is 161 

kV. From Fig. 1.2, it can be understood that most of gathered data deviate around 161 kV, 

which is the nominal voltage at the high voltage side of substation. However, there are many 

data which is below 140 kV and many periods have zero voltage. The root cause of these 

considerable deviations can be any of the mentioned challenges. 

 

1.3 Objectives of project 

In order to reduce the O&M costs of wind power plants, there is a need for an accurate 

condition monitoring tool to overcome mentioned challenges and also reduce operational costs 

 

Figure 1.2 Time trace of substation voltage 
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of wind power plants. This goal cannot be achieved without exploiting ML techniques. As a 

result, the main objective of this project is to develop a precise condition monitoring tool for 

monitoring the temperature of generators’ windings in wind power plants by using the gathered 

data from SCADA systems and using data mining and ML techniques for processing them. 

 

1.4 Research Contribution 

As it was mentioned earlier, few works have focused on electrical side of condition monitoring 

in wind power plants and mechanical equipment such as gearbox, blades, bearings and etc. 

were the focal point of research in recent decades. Hence, any endeavor for monitoring 

electrical equipment can be a contribution. Furthermore, since this project is in collaboration 

with an industrial compartment (Power Factors), it is important to know that there are several 

practical contributions for this project beside the research contributions. 

 

In this project a diagnosis/monitoring/predictive tool is developed by DL approach for 

integrating to Power Factors’s DIAGNOSTIX tool. Therefore, the development of this type of 

tool will help the electric power industry, in general and help Power Factors to keep its 

competitive edge at national and global market and benefit several industries in renewable 

energy sources areas, as well. 

 

In the following, several research contributions of this project are explained: 

 

• In this project, mutual investigation of electrical and mechanical parameters will be the 

focal research point. Moreover, the correlation analysis will be performed between 

mechanical and electrical parameters of system to extract exact relations between different 

parameters. 

 

• Another contribution of this project is anomaly detection in the provided parameters by 

early prediction of faults and malfunction in the system. This will give the owners of wind 

power plants a unique opportunity to prevent any damage to their equipment. 
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• The main contribution of this project is implementing ML techniques for monitoring the 

temperature of generator windings based on the gathered real data from SCADA systems. 

Since the provided temperature signal is time-series data, Long Short-Term Memory 

(LSTM) technique is the best method for developing a monitoring model. Besides, a 

comprehensive literature review on ML applications on wind farm maintenance will be 

provided. 

 

1.5 Methodology 

To reach the mentioned goal in the previous chapter, it is important to propose a well-organized 

and detailed methodology. In the following, the methodology of this research is demonstrated 

in a flowchart. 

 

The methodology has been proposed in several steps as follows: 

 

1.5.1 A thorough literature review 

Similar to every other project, it is necessary to perform a complete literature survey about the 

problem in order to gather required knowledge. The main focus on this project will be on two 

topics as follows: 

Figure 1.3 The flowchart of project methodology 
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• It is necessary in the first step to review the works that have been done on condition 

monitoring for equipment of wind power plants. Although most of the works has only 

focused only individual equipment for condition monitoring, these papers give good insight 

about the most common failures in them. 

• Another equally noteworthy topic for literature review is the methods that have been used 

by papers for processing the gathered data by SCADA systems. The main focus in this part 

will be on the ML and data mining techniques which are used for processing the data and 

early stage prediction of faults in the system. 

 

1.5.2 Refining raw data 

As it was mentioned earlier, the gathered data by SCADA system can be logically false due to 

various reasons such as sensor failures, shut-down periods, and etc. It is crucial to exert a 

refining operation on these data before using them for further condition monitoring analysis 

and refining operation is called “pre-processing” the data. The main focus on preprocessing 

the data is to delete those data that are logically false. As an example, the amplitude of depicted 

substation voltage in Fig. 1.2. cannot be negative; hence, any negative voltage in the database 

should be eliminated to guarantee proper further analysis. 

 

1.5.3 Pre-interpretation of data based on grid codes 

It should be noted that each of the equipment that have been used in wind power plants can 

operate within ranges for normal operation or transient operation (when a fault occurs in the 

main grid or other parts of power plant). Moreover, the grid operators define various 

regulations in order to satisfy different indices to guarantee proper delivery of electrical energy 

to costumer. These regulations are known as grid codes which in this project are defined by 

Hydro-Quebec as the grid operator in Quebec Province. The grid codes will be scrutinized in 

literature review section. 
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After refining the gathered data in previous part, it is important to exert a pre-processing 

analysis based on the existing grid codes and defined operational ranges for each of the 

parameters. This will give us a good sight about the faulty and healthy operation regions. 

Moreover, it can be seen how close the system is operating to defined boundaries. 

 

1.5.4 ML usage for interpretation of data 

After determining the healthy operation regions, the dataset will be ready for being processed 

by ML methods in order to move from manual condition monitoring, which was based on data 

checking with grid codes and normal operation ranges, to a smart condition monitoring  method 

which is not only shows the healthy and faulty operation regions, but also determines the 

correlations between different mechanical and electrical parameters to extract the root cause 

of failures in the system.  

 

Knowing the correlations of mechanical and electrical parameters and also, the healthy and 

faulty states of system are two handy tools for interpretation of existing operational behaviors 

of system. The developed condition monitoring tool for analyzing the system behaviors in 

previous sections can monitor the system behaviors and detect the under-performance and 

faults in the system. However, it is crucial for wind power plants owners to prevent any damage 

to the equipment. Hence, the predictive approach will be added to the developed model in order 

to follow the trends of equipment operational behaviors. The predictive approach also can help 

us to estimate the life-span of equipment and moreover, redesign the maintenance schedule. 

 

 

 



 

CHAPTER 2 
 
 

LITERATURE REVIEW 
 

2.1 Common failures in main equipment 

As it was mentioned earlier, wind power plants are using SCADA system to execute their 

supervisory control and to gather data from equipment. It is worth noting that SCADA systems 

are already installed in most wind power plants; hence, their exploitation for condition 

monitoring purposes needs no additional tools or expenses which makes them a suitable choice 

for condition monitoring (Ye & Zhou, 2013). 

 

Wind power plants are consisted from different electrical and mechanical equipment which 

make them vulnerable to various faults. It has been reported in literature that converters, control 

system, and rotors are among top three main faulty equipment in wind power plants (Hahn, 

Durstewitz & Rohrig, 2006), (Santos & González, 2019). In Fig. 2.1, the failure rate of wind 

power plant components is shown (Hahn et al., 2006). 

 

Figure 2.1 Failure rate in wind power plant components  
Taken from Hahn et al. (2006) 
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In the following paragraphs, the papers that have focused on a specific component will be 

explained as follows: 

2.1.1 Blades 

Blades are one of the mechanical components of wind power plants which should be designed 

very carefully in order to guarantee maximum energy extraction from wind power. Fatigue, 

surface crack, material aging, deformation, and false design of pitch angle are some of the 

possible root causes of failures in blades (Finnegan, Flanagan & Goggins, 2020), (Mustafa, 

Barabadi, & Markeset, 2019). Moreover, the environmental factors such as weather condition 

such as icing can have considerable impact on underperformance of blade (Zeng et al., 2013). 

Mostly acoustic emission and vibration sensors are used in order to detect failures in the blades 

(Helander et al., 2017). 

 

2.1.2 Gearbox 

In some wind turbine topologies, gear box can be eliminated due to the fact that some 

generators can operate with lower rotational speed such as permanent magnetic synchronous 

generators (PMSGs). However, gearbox is used in most popular and well-established 

topologies and it is cardinal to consider them for condition monitoring analysis. The main faults 

of gearbox are related to faulty design and installation, tooth crack, bearing damage, and torque 

overload which can increase the temperature of oil and bearing (Salem, Abu-siada, & Islam, 

2017), (Jantara & Papaelias, 2020), (Wang et al., 2020). 

 

2.1.3 Main Shaft 

Mechanical shaft plays a cardinal role in conveying the torque; hence, any failure or 

malfunction in it such as misalignment, corrosion, and crack, can decrease the torque. As a 

result, the characteristic figures of rotational speed and generated power change from their 

nominal values which can be a sign for failure in the system (Blancke et al., 2016).  
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2.1.4 Power Converters 

Power converters are important components of wind power plants which are responsible for 

different tasks such as controlling voltage and guaranteeing maximum power point tracking 

(MPPT). Any failure in them can affect delivery of the generated power to grid considerably. 

Vibration, humidity, and temperature are three main reasons that can affect the capacitor, PCB, 

and IGBTs performance (Peyghami, Blaabjerg & Palensky, 2020), (Luo et al., 2019).  

 

It can be seen from Fig. 2.2 that most of failures are related to PCBs and IGBTs (Qiao & Lu, 

2015). 

 

2.1.5 Electric Machine 

One of the most important components of wind power plants are electric machines which can 

be considered as the heart of power production in wind farms. Considering the fact that 

generator deals with both mechanical and electrical sections of system (responsible to 

transform mechanical energy to electrical one), both mechanical and electrical failures can 

affect its proper performance. Short-circuit, imbalance voltage and current phases are some of 

Figure 2.2 Common failure rate in power converters of wind power plants 
Taken from Qiao et al. (2015, p. 6546) 
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the main electrical faults in the generators; on the other hand, air gap eccentricity, shaft, and 

bearing failures are among the most common mechanical failures in the generator (Yucai & 

Yonggang, 2016), (Artigao et al., 2020), (Zhang et al., 2020). Different tests and detection 

techniques are used in the literature to diagnosis these faults such as shaft displacement 

detection, vibration analysis, temperature monitoring, and torque measurement (Qiao & Lu, 

2015). 

 

2.2 Spectral Analysis 

Another important fault diagnosis technique in generators is performing spectral analysis for 

electrical parameters. In (Artigao, Honrubia-escribano & Gomez-lazaro, 2018), Artigao 

suggests that the healthy and faulty operation conditions have their own specific signature in 

the spectral analysis of electrical parameters. This paper proposes the current spectral analysis 

for doubly-fed induction generators (DFIGs) for the first time. It is worth mentioning that the 

advantage of this method is that most of the failures’ frequencies are known and based on the 

current spectrum, the failures and root causes can be detected. 

As an example, when the rotor bars break, it is known for a long time that it affects the magnetic 

and electrical symmetrical structure of rotor; hence, it produces a frequency component in 

stator current spectrum at the following frequency: 

 

 𝑓 = 𝑓௦ ± 2𝑠𝑓௦ (2.1) 

 

Where 𝑠 is the slip and 𝑓௦ is the supplying frequency of generator. 

Another possible failure in the generators is inter-turn short circuit in the stator winding which 

produces a frequency component at the following frequency: 

 

 𝑓௦௧ = 𝑓௦[𝑘(1 − 𝑠𝑝 ) ± 𝑛] (2.2) 

 

Where 𝑝 is the number of pole pairs, 𝑘 is integer harmonic order, and 𝑛 is odd. 
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The unbalance rotor is another failures root cause in generators which produces stator current 

harmonics and can be detected via produced frequency component at the following frequency: 

 

 𝑓ிோ = 𝑓௦ ฬ𝑘𝑝 (1 − 𝑠) ± 𝑙ฬ (2.3) 

 

Where 𝑙 is the supplying time harmonic constant. 

This paper also provides other frequency components for various failures such as bearing 

damage, and air gap eccentricity which can be referred to detect malfunction or 

underperformance in the generator. The authors gathered their database from a wind farm in 

Spain for one year (starting September 2015) and extracted the stator current spectrum in 

different loading condition and also, in both super-synchronous and sub-synchronous speeds. 

In Fig 2.3., the stator current spectrum is shown by using FFT analysis (Artigao et al., 2018). 

 

 

As it is demonstrated in Fig 2.3, there are several peak values for current in higher frequencies 

that might be the sign of failures. The mentioned equations can be used to check the root cause 

of possible failure and afterwards, rescheduling the maintenance observations. 

 

Figure 2.3 The stator current spectrum 
Taken from Artigao et al. (2018, p. 5) 
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In (Sarma et al., 2019), Zappala developed the current spectral idea by adding stator active 

power and rotational speed to the studies for spectral condition monitoring. However, it should 

be mentioned that this paper is only about generator’s rotor electrical failure. 

 

Table 2.1Carrier frequencies (CF) and their side-bands 

Generator Signal 
Closed-Form Analytical Expressions 

Balanced Rotor (CF) Unbalanced Rotor (𝑪𝑭 ± 𝟐𝒏𝒔𝒇) 

Stator Current, Is |𝑖 ± 6𝑘(1 − 𝑠)|𝑓 |(𝑖 ± 2𝑛𝑠) ± 6𝑘(1 − 𝑠)|𝑓 

Stator Active Power, 
Rotational Speed, Pe & Ns 

|(𝑙 ± 𝑖) ± 6𝑘(1 − 𝑠)|𝑓 |((𝑙 ± 𝑖) ± 2𝑛𝑠) ± 6𝑘(1 − 𝑠)|𝑓 

 

Table 2.1. indicates the possible increase in current, active power, and rotational speed 

spectrums due to unbalanced rotor structure. The effect on the mentioned spectrums will be as 

side bands (2nsf). The paper used a DFIG laboratory model with an emulated design and 

operational data as a DFIG harmonic model to demonstrate the proper performance of 

suggested frequency carriers. In the following figures, the predicted stator current and active 

power are shown in both healthy and unbalanced rotor condition in laboratory environment. 
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Figure 2.5 The stator current spectrum in different operational condition 
Taken from Sarma et al. (2019, p. 14) 

Figure 2.4 The spectrum of active power in different operation condition 
Taken from Sarma et al. (2019, p. 14) 
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It can be seen from Fig. 2.4 and Fig. 2.5 that the anticipated carrier frequencies for current and 

active power are correct and side bands appeared in rotor failure condition (Sarma et al., 2019). 

There are still other components in wind power plants which their failure affects proper 

performance of the system; however, since the main failures are discussed here, the failures of 

other components can be neglected. The gathered data by SCADA system can be exploited for 

condition monitoring purposes via three different approaches: 1) Signal trending, 2) Physical 

models, and 3) ML and signal processing techniques.  

 

2.3 Signal Trending 

This method of analyzing SCADA data is based on comparing the measurements from one 

turbine with other turbines. As an example, the bearing temperature in one turbine can be 

compared with other bearings temperatures in other turbines and any deviations will be a sign 

of failure in this method. One of the techniques that are used in this method is normalizing the 

quantity of measured parameter in order to make the comparison easier (Orleans, 2013). As an 

example, the temperature of drive train in a wind farm has been demonstrated in Fig. 2.6. 

Figure 2.6 Drive train temperature 
Taken from Orleans (2013, p. 382) 
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As it has been shown in Fig. 2.6, the drive train temperature of one turbine is compared with 

other ones in order to check the deviation. It can be seen after December 2010 the temperature 

deviates from expected value which can be a sign of failures.  It is worth mentioning that this 

method is based on comparison of different turbines without considering the location of 

turbines and topology of wind farm. The altitude of turbines from sea level is highly affects 

the wind speed; hence, this method will have a high rate of false failure alarms though it might 

lead to detection of some failures in the system. 

 

2.4 Physical Model 

The other approach in condition monitoring of wind power plants are based on the physical 

and mathematical modeling of the system. In (Yang, Court & Jiang, 2013), Yang tried to refine 

to the data at the first step by sectionalizing the database and showing each section with only 

Figure 2.7 The gathered raw data by SCADA system for 750 kW wind turbine 
Taken from Yang et al. (2013, p. 365) 
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one value. In Fig. 2.7., it has been shown how the gathered raw data for a 750-kW wind turbine 

are pre-processed by sectionalizing. 

 

In Fig. 2.8., the refined data based on sectionalizing method are shown (Yang et al., 2013). 

 

In this paper, a correlation test is also exerted to estimate the future values of parameters based 

on the variations in other parameters. The following equation the value of estimated value 

based on the correlation with other parameters. 

 

  𝑦పෝ = 𝑎 + 𝑎ଵ𝑥 + 𝑎ଶ𝑥ଶ + ⋯+ 𝑎𝑥 (2.4) 

 

Which the ai parameters are calculated in the sensitivity analysis of other parameters as 

follows: 

 

 

 

⎩⎪⎨
⎪⎧డ(ோమ)డబ = 0డ(ோమ)డభ = 0⋮డ(ோమ)డమ = 0 (2.5) 

 

 

Figure 2.8 Pre-processed data for a 750-kW wind turbine 
Taken from Yang et al. (2013, p. 365) 
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Where: 

 

 𝑅ଶ = [𝑦 − 𝑦ො]
ୀଵ  (2.6) 

 

This paper uses these equations to estimate the parameters and predict the system behaviors. 

A 30-kW wound rotor induction generator is used in laboratory to test the proper performance 

of this method. The system is tested in presence of slight and severe winding failures. The pre-

processing algorithm is employed on the model and the figures have been extracted as follows 

(Yang et al., 2013): 

 

It can be seen that pre-processing method made the interpretation easier and also, deviations 

are clearer. 

 

2.5 ML and signal processing techniques 

The gathered data by SCADA system can be interpreted by using different signal processing 

methods. The Hilbert transform can be used for both time and frequency analysis and 

demodulate the target signal for feature extraction in order to make the data ready for fault 

Figure 2.9 Generator winding fault detection 
Taken from Yang et al. (2013, p. 365) 
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diagnosis based on the faults’ features (Lu et al., 2013), (Gong, Qiao & Member, 2015), (Deng  

et al., 2019). The other signal processing method is Envelope method which is mainly used for 

vibration signals and detects the bearing inner and outer faults; however, it needs other signal 

processing methods to complete condition monitoring procedure, because this analysis is only 

in time domain (Weller, 2009), (Halpin et al., 2008). 

 

The Statistical Analysis is another well-established method for fault detection wind power 

plants. In this method, the statistical parameters (mean value and variance) of signal is 

calculated and extracted for a healthy operation period and it will be recalculated for other 

periods. If the measured and calculated value deviate from the stored valued, it can be sign of 

failures in the system. It should be noted that in this method, only the occurrence of faults can 

be detected and prediction is not available and moreover, presence of noise in the data can 

highly affect to the interpretation of analysis and lead to a false alarm (Kusiak & Verma, 2012). 

The signals also can be divided into several different components with their specific scale and 

frequencies by Wavelet method to provide more data about the operation of system. The 

wavelet method has been used for monitoring bearings of generator and also gearbox, so far 

(Zimroz et al., 2012), (Watson et al., 2010), (Gray & Watson, 2010).  

 

Using artificial intelligence is getting wide-spread in the last decade for engineering 

application due to enhances in computational systems. DL models are widely used in literature 

for anomaly detection in different systems. Here, we only focus on developed models for time-

series data since the purpose of this project is to monitor temperature of generator windings 

provided by SCADA system with 10-min interval sampling. To handle the sequential data 

monitoring, Recurrent Neural Networks (RNNs) are the best choice among other developed 

DL topologies.  

 

Among different RNN models, LSTM shows unique performance for analyzing time-series 

data with inherent dependencies to previous states of the system (Zhang, Li, Long & Ling, 

2018), (Hu & Chen, 2018). In (Lei, Liu & Jiang, 2019), a classification approach is followed 

using LSTM for anomaly detection in wind farms by setting rotor-related signals. Moreover, 
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LSTM is used to predict the generated power of a wind farm for enhancing the competitiveness 

of wind farm in electricity market (Shi et al., 2018). However, usage of LSTMs for monitoring 

the generator winding is not reported in the literature. The contribution of this project is to 

utilize LSTM model for anomaly detection in windings of generators in wind farms. 

 



 

CHAPTER 3 
 
 

PROPOSED DATA PREPROCESSING TECHNIQUE And REGRESSION MODEL 

3.1 Correlation Analysis 

In this project, the main object is to predict the temperature of windings of generators in wind 

farms. For this purpose, considerable datasets of different mechanical and electrical signals are 

needed to be set as the inputs of ML models. Although these datasets are provided by Power 

Factors, several preprocessing techniques should be imposed on these raw datasets to be 

prepared for the models.  

To increase the computation speed and decrease the complexity of model, it is crucial to 

decrease number of inputs to the models. The correlation analysis will be exploited in this 

project to determine the highly correlated features. The correlation between two datasets can 

be calculated as follows (Thompson , 2005): 

 

 𝑟௫௬ = ∑(𝑥 − �̅�)(𝑦 − 𝑦ത)ඥ∑(𝑥 − �̅�)ଶ ∑(𝑦 − 𝑦ത)ଶ (3.1) 

 

Where 𝑋ത,  𝑦ത are the mean values of datasets. 

A perfect positive correlation shows that the datasets are highly and linearly correlated and 

follow the same variation patterns and zero correlation value means that datasets have the least 

possible relation between each other. Finally, negative correlation value shows that datasets 

are linearly but negatively related to each other.  
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Figure 3.1 Correlation scenarios between two variables 
 

When two variable has a high correlation value, it can be interpreted that their trends of 

variation are roughly the same. Hence, one of these highly correlated variables can represent 

other ones and decrease the number of features and complexity of model.  

 

3.2 Multiple Linear Regression (MLR) 

A regression approach is used for modeling relationship between a dependent variable and one 

(Simple Linear Regression) or several independent variables (MLR). MLRs show excellent 

performance for predicting a target value when variables are linearly related though there will 

be some inevitable errors. In MLR, linear relationship between features and dependent variable 

is obtained as follows (Breiman & Friedman, 1997): 

 

 𝑦 = 𝑋𝛽 + 𝜀 (3.2) 

X
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Where: 

𝑦 = ൦𝑦ଵ𝑦ଶ⋮𝑦൪ ,𝑋 = 1⋮1 𝑥ଵଵ … 𝑥ଵ⋮ ⋱ ⋮𝑥ଵ … 𝑥൩ ;  𝛽 = ൦𝛽ଵ𝛽ଶ⋮𝛽൪ ;  𝜀 = ൦𝜀ଵ𝜀ଶ⋮𝜀൪ 
 

Where 𝑦, 𝑋, 𝛽, and 𝜀 are dependent variable, input features, regression coefficients, and error 

term, respectively. The whole MLR idea relies on the fact that there should be a linear relation 

between input features and output. The best linear regression is achievable by minimizing the 

error term in (3.2). The popular approach for minimizing the error term is mostly based on 

least square modeling which tries to minimize error square which is represented as follows: 

 

 𝑆(𝛽) = 𝜀ଶ = 𝜀்𝜀 = (𝑦 − 𝑋𝛽)்(𝑦 − 𝑋𝛽)
ୀଵ  (3.3) 

 

The expanded version (3.3) is shown as follows: 

 

 𝑆(𝛽)  =  𝑦்𝑦 − 𝛽்𝑋்𝑦 − 𝑦்𝑋𝛽 + 𝛽்𝑋்𝑋𝛽= 𝑦்𝑦 − 2𝛽்𝑋்𝑦 + 𝛽்𝑋்𝑋𝛽 
(3.4) 

 

To obtain the optimal regression coefficient, the first derivative of least square equation in 

(3.4) is calculated as follows: 

 

 𝛿𝑆𝛿𝛽 = −2𝑋்𝑦 + 2𝑋்𝑋𝛽 = 0 (3.5) 

 

Hence, the optimal regression coefficient is obtained as follows: 

 

 𝛽መ = (𝑋்𝑋)ିଵ𝑋்𝑦 (3.6) 
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3.3 Artificial Neural Network (ANN) 

The brain functionality of humans in obtaining and processing the input signals from 

environmental experiences of body inspired scholars (McCulloch & Pitts, 1943) to develop an 

algorithm, named ANN. The developments in neural network modeling is pursed by scientists 

for reaching a better understanding of brain functionality and more importantly, developing 

algorithms and computers which have better performance in poorly defined problems such as 

pattern recognition and Natural Language Processing (NLP). The recent advances in 

computational systems made ANN-based systems the perfect choice for many different 

practical applications such as prediction, classification, image processing, and etc. One of the 

basic and widely popular types of ANNs is multi-layer perception (MLP) which shows a 

powerful performance in many practical aspects. The MLP structure is consists of three layers: 

input layer, hidden layer, and output layer. The schematic of a fully inter-connected MLP is 

shown in Fig. 3.2. 

 

It is worth mentioning that the neurons are the main components of MLP layer which determine 

the overall performance of system. To have a better understanding about MLP’s performance, 

it is crucial to know exactly how a neuron or node processes the input data. The schematic of 

a node is presented in Fig. 3.3. 

 

Figure 3.2 The topology of a one-layer ANN 
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The input data from input layer are fed to neurons in the hidden layer. Each neuron assigns a 

weight for the incoming data from previous layer to indicate the relative importance of them. 

In a neuron, the propagation function is exerted to the inputs by calculating the weighted sum 

of inputs which is added to a bias term. The obtained propagated values of neuron are fed to 

activation function and the results are passed to the next layer. This structure which relies on 

one-way flow of information is the basic topology for neural networks which is called feed-

forward neural networks. 

 

3.3.1 Activation Function 

In terms of biological neural network, the activation function acts as the rate of action potential 

of firing of cells. Since the activation functions play a cardinal role in obtaining a proper output, 

dozens of activation functions are developed, which each of them has unique performance for 

specific problems. Considering the studied problem in this thesis, we only focus on the most 

relevant activation functions. 

 

3.3.1.1 Binary Step Function 

This activation function checks the calculated weighted sum of inputs with a threshold. Once 

the threshold is passed the neuron is activated and sends the exact same value to the next layer. 

The graphical representation of Binary Step Function is shown in Fig. 3.4. 

Figure 3.3 A graphical representation of neuron structure 
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3.3.1.2 Linear Activation Function 

The Linear Activation Function produces a proportional of input value and sends it to the next 

neuron. This activation function provides more freedom by producing multiple outputs instead 

of binary ones. In gradient descent algorithm, it is essential to have a relation between inputs 

and the derivative term of activation function and Linear Activation Function derivative term 

is constant and not related to the inputs; hence, the weights cannot be updated to minimize the 

error which makes this activation function practically useless. The Linear Activation Function 

is plotted in Fig. 3.5. 

 

 

Figure 3.4 Binary step activation function representation 

Figure 3.5 Linear activation function representation 
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3.3.1.3 Sigmoid Function 

The Sigmoid Function is a nonlinear activation function which its outputs are between 0 and 

1. The Sigmoid curve in shown in Fig. 3.6. 

 

The limitation of output between 0 and 1 means that the rate of action potential firing in the 

cells cannot be faster than a certain rate. The mathematical representation of sigmoid function 

is shown as follows: 

 

 𝜎(𝑧) = 11 + 𝑒ି௭ (3.7) 

 

This activation function guarantees that the output will remain between 0 and 1. Sigmoid 

function provides a fixed output range with continuously differentiable spectrum for different 𝑧 values. It provides a smooth gradient which prevents any jumps in the outputs of neurons. 

One of the main disadvantages of this activation function is that it only produces positive 

output and cannot provide a proper response for problems that need negative output to reduce 

a variable or forget irrelevant data. Moreover, this activation function suffers from vanishing 

gradient problem which occurs for very high and very low values of input features. The 

network refuses to learn or learn very slowly in these ranges due to almost no change in the 

output of Sigmoid Function in these areas. However, Sigmoid Functions are widely exploited 

Figure 3.6 Sigmoid activation function representation 
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for regression and classification problems due to their ability in providing a probability range 

for the output. 

 

3.3.1.4 Hyperbolic Tangent Function 

A modified version of sigmoid function is developed to produce both positive and negative 

output values. The output values for this activation function varies between -1 and 1. The Tanh 

function is plotted in Fig. 3.7. 

 

The mathematical representation of Tanh activation function is represented as follows: 

 

 tanh(𝑧) = 21 + 𝑒ିଶ௭ (3.8) 

 

It is worth mentioning that one of the reasons for both sigmoid and Tanh activation functions 

popularity is their simple derivative forms which makes the backpropagation process for 

updating weights easier. Besides the sigmoid and Tanh functions difference in producing the 

negative outputs, Tanh function has a steeper gradient than sigmoid function which should be 

taken into account based on the problem requirements.  

 

Figure 3.7 Hyperbolic tangent activation function 
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3.3.2 Optimizer 

The main focus of an ANN is to minimize the predefined loss function in order to enhance 

results accuracy. Since it is impossible to calculate the perfect weights in an ANN, finding the 

acceptable weights is similar to an optimization problem with an algorithm of searching for 

the optimal weights. The most common algorithm which is used for ANNs is stochastic 

gradient descent (SGD) that is fortified with backpropagation of error algorithm to update the 

weights of ANNs. SGD tries to minimize the error by calculating the gradient of dataset and 

updating the weights values in direction opposite to the gradients in order to find a local 

minimum value. It is worth mentioning that Gradient Descent (GD) method is uses the same 

strategy for updating the weights and performs only one update; however, SGD updates the 

values for each training parameter. Hence, GD is much faster method with less precision and 

SGD can provide better results. 

 

The other popular optimizer which is widely used for ML and DL problems is Adaptive 

Moment Estimation (Adam) which adapts the learning rate for each weight. Adam relies on 

the first moment of gradient, which is the mean value, and average of the second moment of 

gradient, which is the uncentered variance, for adapting the learning rate (Kingma & Ba, 2015).  

They showed that Adam considerably has lower training cost than other existing popular 

optimizers for a MLP algorithm on MNIST images dataset. The training costs over iterations 

for this problem are shown in Fig. 3.8 (Kingma & Ba, 2015). 

https://www.clicours.com/


50 

 

It can be understood that Adam has the best performance in terms of training costs among the 

most popular optimizers. Hence, Adam optimizer is chosen in this thesis to update the weights 

due its considerable advantages over other existing optimizers. 

 

3.3.3 Loss Function 

The obvious definition of loss in ML models is the difference between predicted or obtained 

output values and the target variables. However, the main challenge is choosing the best 

method for obtaining the mentioned difference. One of the most popular loss functions for 

ANNs is Mean Square Error (MSE) which is the average of squared difference between 

predicted values and target ones. The predictions which are very far away from actual values 

have considerable effect on MSE value due to squaring. The mathematical representation of 

MSE is written as follows: 

 

 

Figure 3.8 Training cost of MNIST MLP with dropout 
Taken from Kingma et al. (2015) 
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 𝑀𝑆𝐸 = ∑ (𝑦 − 𝑦ො)ଶୀଵ 𝑛  (3.9) 

 

Another equally popular loss function for ML models is Mean Absolute Error (MAE) which 

is average of sum of errors between predicted and actual target variables. This criterion, same 

as MSE, neglects the direction of errors by using absolute values of error. However, 

implementation of MAE is harder than MSE for computing the gradients. On the other hand, 

MAE has a better performance with outliers since it does not use squared values of error. The 

MAE concept is formulated as follows: 

 

 𝑀𝐴𝐸 = ∑ |𝑦 − 𝑦ො|ୀଵ 𝑛  (3.10) 

 

Mean Bias Error (MBE) is another less popular loss function which is used in ML applications. 

Considering the direction of error and positive or negative bias is the only merit of this loss 

function over MAE and MSE. 

 

 𝑀𝐵𝐸 = ∑ (𝑦 − 𝑦ො)ୀଵ 𝑛  (3.11) 

 

Cross Entropy is a well-known loss function which is widely used for classification problems. 

This loss function utilizes a logarithmic equation of predicted variables to offer a probability 

value for the output. The deviations of predicted values from the actual ones will increase the 

Cross Entropy. The mathematical representation of Cross Entropy is written as follows: 

 

 𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐿𝑜𝑠𝑠 = −(𝑦 log(𝑦ො) + (1 − 𝑦)log (1 − 𝑦ො)) (3.12) 

 

It is obvious from (3.12) that when 𝑦 = 1 the second term will disappear and 𝑦 = 0 will 

eliminate the first term of equation.  
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3.3.4 Learning Rate 

The step size which indicates the speed and precision of optimizer is called learning rate of 

neural network. It is crucial to assign a proper learning rate for finding the minimum in order 

to update the weights of neural network. A high learning rate can lead to neglecting the 

minimum point in the optimization surface while a low learning rate slows the searching 

operation or get stuck the operation in a local minimum. The graphical representation of this 

challenge is shown in Fig. 3.9. 

 

3.3.5 Dropout 

The whole concept of learning for a model relies on splitting dataset to training and testing 

section. The training dataset usually have higher portion of the whole dataset. Training process 

is exerted by feeding the training datasets to the model in order to find a relation between the 

target values and training data. Once the model established a reliable relation between them, 

the testing dataset will be fed to model in order to check the performance of model. 

Implementation of a precise training model relies on many factors such as the portion of 

training data to whole dataset, selected input features, the applied filtering range on training 

data, number of hidden layers, number of neurons, optimizer algorithm, batch size, loss 

function, number of epochs, time steps, and etc.  

 

Figure 3.9 Learning rate effect on finding the optimal point 
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Proper adjustment of these parameters, which are called hyperparameters, can vastly increase 

the efficiency and precision of training process; however, some models will still be highly 

dependent to the training datasets and perform poorly on any new dataset such as testing data. 

This phenomenon is called overfitting or overtraining which considerably make the model 

unreliable. The overfitting problem intensifies when the number of hidden layer increases; 

hence, DL models usually suffer from overfitting. To overcome this challenge, dropout 

strategy is widely used by developers. 

 

Dropout strategy, which is a regularization process, randomly ignores the outputs of some 

neurons in a layer (Hinton et al., 2012). Since this process is random, different neurons of a 

layer are ignored in each iteration. The graphical representation of dropout is presented in Fig. 

3.10. 

 

Although this process makes the network performance noisy, it diminishes the adaptation of 

neurons to the input dataset. Dropout can be applied to input or hidden layers but not the output 

layer. Implementation of dropout on a network creates a new hyperparameter which can be 

tuned for achieving highest precision without overfitting. It should be noted that the weights 

will be larger in a network with dropout strategy since some of the neurons stopped working; 

hence, it is crucial to scale the weights based on the dropout rate of each layer (Srivastava et 

al., 2013). 

 

Figure 3.10 Dropout implementation on an ANN 
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3.4 Recurrent Neural Network (RNN) 

RNN is the developed form of ANNs which can perfectly handle time-series and sequential 

datasets for applications such as machine translation, stock market prediction, text generations 

and etc. ANNs are usually used for datasets that are independent from each other while RNNs 

are specifically designed to work with datasets that are dependent to each other (Zaremba, 

Sutskever & Vinyals, 2014). In RNNs, ANN’s backbone is added by a cell memory to look 

back on a few steps for predicting the future values. The representation of RNN is shown in 

Fig. 3.11. 

 

Where 𝑊, 𝑊, 𝑥, ℎ, and 𝑐 vectors are the past information weights, input weights, input 

features, prediction vector, and past information of system, respectively. Fig. 3.11. shows 

unfolded RNN which means that the neural networks are extended over the chosen sequence. 

As an example, if the studied problem is Machine Translation and chosen sequence contains 5 

words, it means that RNN is unfolded over 5 hidden layers which each layer represents one 

word. The memory state at time step 𝑡 is related to the inputs of RNN and previous states of 

network. RNNs show an acceptable performance for applications where the gap between 

relevant information and current time is narrow. In the other word, RNNs performance 

decreases where the gap between previous states and current time step is very wide. 

 

Figure 3.11 RNN topology over time 
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3.4.1 Vanishing Gradient Challenge: 

After obtaining ℎ(𝑘), the prediction error vector at time step 𝑘, 𝐸(𝑘), is calculated. These error 

values are used for calculating the gradients in Back Propagation Through Time algorithm 

which is formulated as follows (Hochreiter, 1998): 

 

 𝜕𝐸𝜕𝑊 = 𝜕𝐸௧𝜕𝑊்
௧ୀଵ  (3.13) 

 

Due to simplicity, the basic GD algorithm is considered for learning process. The gradient of 

errors on 𝑘 time-step is calculated as follows: 

 

 𝜕𝐸𝜕𝑊 = 𝜕𝐸𝜕ℎ 𝜕ℎ𝜕𝑐 … 𝜕𝑐ଶ𝜕𝑐ଵ 𝜕𝑐ଵ𝜕𝑊 = 𝜕𝐸𝜕ℎ 𝜕ℎ𝜕𝑐 (ෑ 𝜕𝑐௧𝜕𝑐௧ିଵ
௧ୀଶ ) 𝜕𝑐ଵ𝜕𝑊 (3.14) 

 

The 𝑊 vector represents the weights of RNN and it is used to calculate 𝑐௧  as follows: 

 

 𝑐௧ = 𝜎(𝑊𝑐௧ିଵ + 𝑊𝑥௧) (3.15) 

 

By calculating the derivative of 𝑐௧ and replacing it in (3.14), the backpropagation gradient can 

be obtained as follows: 

 

 𝜕𝐸𝜕𝑊 = 𝜕𝐸𝜕ℎ 𝜕ℎ𝜕𝑐 (ෑ𝑡𝑎𝑛ℎᇱ(𝑊𝑐௧ିଵ + 𝑊𝑥௧)𝑊
௧ୀଶ ) 𝜕𝑐ଵ𝜕𝑊 (3.16) 

 

Larger 𝑘 can vanish the second term value in (3.16) since the tanh activation function 

derivative value is smaller than 1. Moreover, the multiplication of derivatives term can explode 

when the 𝑊is large enough to prevail the tanh small derivative effect. This process is called 

exploding gradients. The main problem of RNNs is vanishing gradients challenge which can 
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stop the learning process of network. The mathematical representation of vanishing gradients 

is shown as follows: 

 

 

 

 [ෑ𝜎ᇱ൫𝑊𝑐௧ିଵ + 𝑊𝑥௧)𝑊൧ → 0 ≡ 𝜕𝐸𝜕𝑊 = 𝜕𝐸௧𝜕𝑊்
௧ୀଵ → 0൩ 

௧ୀଶ  

≡ 𝑊 ← 𝑊 − 𝛼 𝜕𝐸𝜕𝑊 ≈ 𝑊 

(3.17) 

 

Hence, the networks weights update will stop and no reasonable learning will occur over time. 

 

3.5 Long-Short Term Memory (LSTM) 

As it was mentioned earlier, RNNs are widely used for analyzing time-series datasets. RNNs 

are enhanced version of multilayer neural networks which can consider previous states of 

system in predicting current or future states. This will act as a memory-based model that will 

be a suitable choice for sequential datasets. The simple structure of LSTM is shown in Fig. 

3.12. 

Figure 3.12 Simple LSTM structure 
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After developing RNNs, LSTMs are introduced specifically to handle datasets that have long-

term dependencies. The LSTM structure consists of input, forget, and output gates and memory 

cell which is illustrated in Fig. 3.13. 

Figure 3.13 LSTM structure 
 

The memory cell in each time step is responsible for deciding the eligible information for 

storing. The new information and previous output from last unit is fed to LSTM unit to pass 

from tanh layer and a sigmoid function layer to indicate which information should or should 

not be stored. Note that like other neural network the inputs should be scaled because sigmoid 

functions are operating between 0 and 1.  

The forget layer consists of a sigmoid function and the information which is stored from 

previous LSMT units. The sigmoid function illustrates which information should be 

remembered for the next units. At the end, the output layer uses a tanh function to determine 

the information needed to pass to the output and next unit of LSTM. The mathematical 

equations of LSTM are elaborated in the following: 

 

 𝑓௧ = 𝜎(𝑊ி𝑥௧ + 𝑈ிℎ௧ିଵ + 𝑏ி) 

 

(3.18) 
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 𝑖௧ = 𝜎(𝑊ூ𝑥௧ + 𝑈ூℎ௧ିଵ + 𝑏ூ) 

 

(3.19) 

 𝑜௧ = 𝜎(𝑊ை𝑥௧ + 𝑈ைℎ௧ିଵ + 𝑏ை) 

 

(3.20) 

 𝑐௧ = 𝑓௧⨀𝑐௧ିଵ + 𝑖௧⨀tanh (𝑊𝑥௧ + 𝑈ℎ௧ିଵ + 𝑏) 

 

(3.21) 

 ℎ௧ = 𝑜௧⨀tanh (𝑐௧) 

 

(3.22) 

 𝑜௧ = 𝑓(𝑊ℎ௧ + 𝑏) (3.23) 

 

Where 𝑏௧ is bias and 𝑥௧and ℎ௧are input and hidden vectors, respectively. In addition, 𝑊 and 𝑈 

are input to hidden and hidden to hidden weights matrices, respectively. 

As it was mentioned earlier, RNNs suffer from vanishing gradients while LSTMs show 

excellent performance in handling this challenge. To calculate the gradients of error for 

LSTMs, we should obtain the derivative of cell state gradient which is a key term in (3.14). 

The derivative of LSTM cell state is calculated as follows (Hochreiter, 1998): 

 

 𝜕𝑐௧𝜕𝑐௧ିଵ = 𝜕𝜕𝑐௧ିଵ [𝑐௧ିଵ⨂𝑓௧ ⊕ �̃�௧⨂𝑖௧] = 𝜕𝜕𝑐௧ିଵ [𝑐௧ିଵ⨂𝑓௧] + 𝜕𝜕𝑐௧ିଵ [�̃�௧⨂𝑖௧]
= 𝜕𝜕𝑐௧ିଵ 𝑐௧ିଵ + 𝜕𝑓௧𝜕𝑐௧ିଵ 𝑐௧ିଵ + 𝜕𝑖௧𝜕𝑐௧ିଵ �̃�௧ + 𝜕�̃�௧𝜕𝑐௧ିଵ 𝑖௧ (3.24) 

 

Where each term can be calculates as follows: 

 

 𝜕𝑓௧𝜕𝑐௧ିଵ 𝑐௧ିଵ = 𝜕𝜕𝑐௧ିଵ ൣ𝜎(𝑊[ℎ௧ିଵ, 𝑥௧])൧𝑐௧ିଵ
= 𝜎ᇱ(𝑊[ℎ௧ିଵ, 𝑥௧])𝑊 𝜕ℎ௧𝜕𝑐௧ିଵ 𝑐௧ିଵ= 𝜎ᇱ(𝑊[ℎ௧ିଵ, 𝑥௧])𝑊𝑜௧ିଵ⨂𝑡𝑎𝑛ℎᇱ(𝑐௧ିଵ)𝑐௧ିଵ 

 

 

(3.25) 
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 𝜕𝑖௧𝜕𝑐௧ିଵ �̃�௧ = 𝜕𝜕𝑐௧ିଵ [𝜎(𝑊[ℎ௧ିଵ, 𝑥௧])]�̃�௧ 
= 𝜎ᇱ(𝑊[ℎ௧ିଵ, 𝑥௧])𝑊 𝜕ℎ௧𝜕𝑐௧ିଵ �̃�௧ = 𝜎ᇱ(𝑊[ℎ௧ିଵ, 𝑥௧])𝑊𝑜௧ିଵ⨂𝑡𝑎𝑛ℎᇱ(𝑐௧ିଵ)�̃�௧ 

 

(3.26) 

 𝜕�̃�௧𝜕𝑐௧ିଵ 𝑖௧ = 𝜕𝜕𝑐௧ିଵ [𝜎(𝑊[ℎ௧ିଵ, 𝑥௧])]𝑖௧ 
= 𝜎ᇱ(𝑊[ℎ௧ିଵ, 𝑥௧])𝑊 𝜕ℎ௧𝜕𝑐௧ିଵ 𝑖௧ = 𝜎ᇱ(𝑊[ℎ௧ିଵ, 𝑥௧])𝑊𝑜௧ିଵ⨂𝑡𝑎𝑛ℎᇱ(𝑐௧ିଵ)𝑖௧ 

(3.27) 

 

The derivative of cell state contains four sub-derivative terms which is computed as follows: 

 

 𝜕𝑐௧𝜕𝑐௧ିଵ = 𝜎ᇱ൫𝑊[ℎ௧ିଵ, 𝑥௧]൯𝑊𝑜௧ିଵ⨂𝑡𝑎𝑛ℎᇱ(𝑐௧ିଵ)𝑐௧ିଵ +𝑓௧ +𝜎ᇱ(𝑊[ℎ௧ିଵ, 𝑥௧])𝑊𝑜௧ିଵ⨂𝑡𝑎𝑛ℎᇱ(𝑐௧ିଵ)�̃�௧+ 𝜎ᇱ(𝑊[ℎ௧ିଵ, 𝑥௧])𝑊𝑜௧ିଵ⨂𝑡𝑎𝑛ℎᇱ(𝑐௧ିଵ)𝑖௧ 
(3.28) 

 

It is worth mentioning that forget gate activation function is included in the gradient which 

indicates the information that should be forgotten. This property helps LSTMs to prevent 

vanishing gradients by adjusting the forget gate parameters at any time step. Another equally 

noteworthy tool for preventing the vanishing gradients in LSTM is the additive structure of 

derivative of cell state in (3.28) which make LSTMs more robust against falling into vanishing 

gradients trap. This additive structure provides LSTMs with capability of four parameter tuning 

option. 

 

Different types of LSTM are implemented in this project for predicting generator windings 

temperature. The developed LSTM models in this project are listed as follows: 
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1. Stacked LSTM: In this LSTM model, one hidden-layer is stacked over other hidden-layers 

while LSTM strategy will be the backbone of model.  

2. Bidirectional LSTM: In this model, the backward and forward sequences are 

concatenated as the input data and fed to LSTM for predicting the target variable.  

3. Multivariate (multiple input) LSTM: A LSTM model may have several sequential input 

variables which are used to predict the target variable. 

 

Finally, these models will be evaluated based on several criteria such as Mean Square Error 

(MSE) and R-squared which shows the expected quadratic loss between predicted and real 

data. 

 



 

CHAPTER 4 
 
 

RESULTS & DISCUSSIONS 

As it was mentioned earlier, LSTM technique is used in this project to predict the generator 

windings temperature; however, different types of LSTM can be implemented for this purpose. 

It is worth mentioning that two case scenarios are considered in this project to evaluate the 

models performance on healthy operation region (turbine No. 7) and abnormal operation state 

(turbine No. 67) for a wind farm in the North of Quebec Province, Canada. 

 

4.1 Stacked LSTM 

In this prediction problem, the input feature of Stacked LSTM is the same as target value which 

is generator windings temperature consists of 100K data (10-min sampling rate) provided by 

Power Factors. The actual temperature of generator windings for turbine No. 7 and No. 67 are 

shown in Fig. 4.1. and Fig. 4.2. 
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Figure 4.1 Generator windings actual temperature: WT 7 

Figure 4.2 Generator windings actual temperature: WT 67 
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In can be inferred from Fig. 4.1. and Fig. 4.2., the temperature variation is affected by the 

seasonal cyclic variation of ambient temperature. Since the datasets nearly show 2 years of 

generator operation, two peaks and two dips demonstrate wind farm operation in summer and 

winter seasons, respectively. The generator wires in this wind farm are insulated with class F 

insulation material to prevent inner short circuit fault. National Electrical Manufacturers 

Association (NEMA) and IEC standards suggest that the maximum acceptable increase for 

insulation class F is 155℃ (National Electrical Manufacturers Association, 2019), 

(International Electrotechnical Commission, 2004). When the generator operates above or near 

the prescribed threshold, the insulation system will age thermally from two to six times faster 

than normal temperature condition (insulation degradation doubles by every 6℃ increase) 

(International Organization for Standardization, 2005), (McNutt, 1992).  

 

As it was mentioned earlier, the chosen dataset is consisting of more than 100000 samples. 

This dataset is split into two section: 1) Training dataset which the weights of model is trained 

in a way to minimize the defined loss function and 2) Testing dataset which is used to validate 

the developed model performance. To demonstrate the model proper performance, it is 

necessary to obtain acceptable values for model metrics. For a better representation of the 

proposed model in predicting the temperature of generator windings, wind turbine No. 67 from 

the same wind farm is considered as a case scenario. It is obvious from Fig. 4.2. that windings 

temperature follows a seasonal cyclic pattern the same as the previous case; however, there is 

a considerable increase in temperature variations after nearly 80000th sample for some reason 

and for some period it exceeds 140℃. For this purpose, the first 75000 samples which are 75% 

of total data is considered as the training dataset to train the model. This ratio is chosen in a 

way to guarantee that the mentioned incident is not included in the training dataset. The input 

training dataset is shown in Fig 4.3. 
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Figure 4.1 Training dataset: Generator Winding Temperature WT 7 

 

Moreover, the testing dataset which is the last 25000 samples of generator windings 

temperature is shown in Fig. 4.4. 
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Figure 4.4. Testing dataset: Generator Winding Temperature WT 7 

 

The predictions of Stacked LSTM model for wind turbine No. 7 and No. 67 are depicted in 

Fig. 4.5. and Fig. 4.6. 
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Figure 4.5 Predicted generator windings temperature by Stacked LSTM: WT 7 
 

Figure 4.6. Predicted generator windings temperature by Stacked LSTM: WT 67 
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These figures show that Stacked LSTM model succeeded in predicting generator winding 

temperature with considerable precision for wind turbine No. 7. Moreover, the predictions for 

wind turbine No. 67 demonstrate that before the 80000th sample model predicted the 

temperature precisely; however, deviations between predicted and real temperature increases 

after 80000th sample due to unknown reason which increased the actual windings temperature. 

 

4.2 Bidirectional LSTM 

Another type of LSTM is bidirectional LSTM which consists of two hidden layers in the 

opposite direction for prediction of same value. In the other word, this LSTM exploits 

backward (past) and forward (future) states of system for predicting the current value. It should 

be mentioned that since Bidirectional LSTM uses forward states of system, it shows its best 

performance once datasets are complete; hence, it is not a proper choice for real-time prediction 

or monitoring problems while it shows an excellent performance for Speech Recognition and 

Handwritten Recognition. The structure of Bidirectional LSTM is shown in Fig. 4.7. 

Figure 4.7. Bidirectional LSTM structure 
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Same case scenarios are chosen for analyzing Bidirectional LSTM. The results of Bidirectional 

LSTM model for wind turbine No. 7 and No. 67 are shown in Fig. 4.8. and Fig. 4.9., 

respectively. 

Figure 4.8. Predicted generator windings temperature by Bidirectional LSTM: WT 7 
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Figure 4.9. Predicted generator windings temperature by Bidirectional LSTM: WT 67 
 

It can be understood from Fig. 4.8. that Bidirectional LSTM shows an acceptable performance 

in predicting the windings temperature when system is operating in healthy operation state; 

however, the model precision considerably decreases when thermal anomality occurs after the 

80000th sample in Fig 4.9.  

 

4.3 Multivariate LSTM 

As it was mentioned earlier, the first step for preprocessing the datasets are exploiting the 

correlation analysis. In this project, real datasets are used from a wind farm in the North of 

Quebec Province, Canada, which are collected in collaboration with Power Factors. These 

SCADA-based datasets are collected every 10 minutes for nearly 2 years and include 35 

parameters. The prior engineering knowledge and correlation analysis are exploited to mitigate 

the input parameters of model for enhancing speed and performance. Among the 35 provided 

parameters, 7 parameters that are considered to be the most relevant ones for this modeling are 

chosen based on the engineering knowledge. The candidate parameters are listed in Table 4.1. 
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Table 4.1The candidate parameters for inputs and output 

Input Features Target Variable 

Nacelle Temperature Temperature of Generator Windings 

Generator Stator Current 

Produced Active Power 

Reactive Power 

Rotational Speed of Generator 

Temperature of Generator Cooling System 

Generator Stator Voltage 

 

The correlation analysis is exploited to increase computational speed by decreasing the number 

of input features. One simple way to identify whether features are linearly related to each other 

is by looking at the two-dimensional figures of them. The scatter figures of candidate features 

are shown in Fig. 4.10. 
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Figure 4.10 Scatter plots of candidate parameters 
 

Where Q, Tgen, Tgenc, and RPM are reactive power, generator windings temperature, 

generator cooling system temperature, and generator rotational speed, respectively. Highly 

scattered plots show that features have low correlation and linear plots indicate that features 

are highly correlated. These visual representations of correlated features are supported by the 

mathematical calculation based on (3.1.) which its results are shown in Table 4.2. 

 

Table 4.2 Correlation values of candidate parameters 
 Active 

Power 
Reactive 
Power 

Voltage Current Tgen Tgenc RPM 

Active Power 1 0.5637 0.8193 0.9881 0.8338 0.6644 0.8951 
Reactive Power 0.5637 1 0.8161 0.6540 0.6117 0.4762 0.4109 

Voltage 0.8193 0.8161 1 0.8742 0.8055 0.6482 0.6963 
Current 0.9881 0.6540 0.8742 1 0.8544 0.6864 0.789 

Tgen 0.8338 0.6117 0.8055 0.8544 1 0.9426 0.6598 
Tgenc 0.6644 0.4762 0.6864 0.6864 0.9426 1 0.5575 
RPM 0.8951 0.4109 0.789 0.789 0.6598 0.5575 1 

 

Active Power, Voltage, Current, and Tgenc are highly correlated with Tgen, which is the target 

variable in this study. Moreover, the correlation analysis shows that voltage, current, and 
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rotational speed have a high correlation with produced active power. Hence, the candidate 

features for the regression model narrow down to the temperature of generator cooling system 

and produced active power. The generator cooling system temperature and produced active 

power for wind turbine No. 7 and No. 67 are shown in Fig. 4.11., Fig. 4.12., Fig. 4.13., and 

Fig. 4.14., respectively. 

Figure 4.11. Generator cooling system temperature: WT 7 
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Figure 4.2 Produced active power: WT 7 

Figure 4.3 Generator cooling system temperature: WT 67 
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Figure 4.14 Produced active power: WT 67 
 

These figures demonstrate that there is not any visual difference between candidate parameters 

variations in case scenarios 1 and 2. The results of developed Multivariate LSTM for Case 

scenarios 1 and 2 are shown in Fig. 4.15. and Fig. 4.16. 
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Figure 4.4 Predicted generator windings temperature by Multivariate LSTM: WT 7 

Figure 4.5 Predicted generator windings temperature by Multivariate LSTM: WT 67 
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One of the key assumptions of regression is that the model residuals should follow a normal 

distribution in order to guarantee proper performance of the model. Hence, the residuals 

histogram of model is extracted to ensure that they have a normal distribution. The residual 

histograms are shown in Fig. 4.17. 

 

Figure 4.6 Histogram of model residuals 

 

To have a better representation, the density plot of model residuals is drawn in Fig. 4.18. 
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Figure 4.7. Density plot of model residuals 

 

It can be seen that the residuals follow a normal distribution which indicates one of the key 

assumptions of regression is met in this model. 

 

4.4 Performance Comparison 

The three kinds of developed LSTM model are trained roughly in the same condition to make 

the comparison fair. In the following table, the hyperparameters of developed LSTM model 

topology is presented. 
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Table 4.3 Tuned hyperparameters for developed LSTM models 

Hyperparameters Designated values 
Learning Rate 0.001 

Training dataset ratio 75% 

Time steps 12 

Number of hidden layers 3 

Number of neurons in each hidden layer 30 

Dropout rate 0.1 

Optimizer ADAM 

Epochs 10 

Batch size 256 

Loss function Mean Square Error 

 

The developed LSTM topology followed the same structure suggested in Table 4.3. The results 

from Stacked, Bidirectional, and Multivariate LSTMs are compared based on MSE and R-

squared criteria. Moreover, the obtained LSTM models results are compared with MLR results 

to show excellent performance of LSTM over Linear Regression for handling nonlinear time-

series datasets. The tabulated error comparison of developed models is shown in Table 4.4. 

 

Table 4.4 MSE and R-squared values for different models 

 
Case 1 Case 2 

MLR Stacked 
LSTM 

Bidirectional 
LSTM 

Multivariate 
LSTM 

MLR 
Stacked 
LSTM 

Bidirectional 
LSTM 

Multivariate 
LSTM 

MSE 8.71 1.81 1.83 5.01 153.38 8.5 6.83 33.84 

R2 0.997698 0.999378 0.999371 0.998423 0.985088 0.998712 0.998767 0.986900 

 

The graphical representation of models errors is shown in Fig. 4.19. 
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Figure 4.8 The graphical representation of models performance 
 

Where S_LSTM, B_LSTM, M_LSTM, and MLR are stand for Stacked LSTM, Bidirectional 

LSTM, Multivariate LSTM, and Multiple Linear Regression, respectively. It can be understood 

from Fig. 4.4., Fig.4.7., and Fig. 4.14. that the developed LSTM models show acceptable 

performance in predicting the winding temperature in abnormal condition; however, Stacked 

and Bidirectional LSTM have lower MSE in Case 1 since the target and feature parameters are 

the same. On the other hand, Multivariate LSTM uses other parameters as input features which 

obviously have lower correlation with target parameter. Hence, the MSE error for Multivariate 

LSTM is higher than the other two LSTMs. Moreover, Bidirectional LSTM has lower MSE 

error than Stacked LSTM in Case 2 since it is using forward states of system for predicting the 

current target variable. In terms of scalability of model, it is worth mentioning that since the 

model shows acceptable results for other case scenarios and other wind turbines, it can be used 

for large scale of wind farms with a lot of wind turbines. 

 

 

 



 

CONCLUSION 

 

As it was mentioned earlier, large portion of costs of a wind farm is related to condition 

monitoring and O&M. Among different existing strategies for mitigation of O&M costs, the 

methods which use SCADA-based datasets are more popular since these systems are already 

installed which can be interpreted as decrease in expenses. In this project, several classic 

approaches for condition monitoring along side the most common failures in wind farms are 

described and it deduced that the classic methods cannot play a cardinal role in mitigation of 

related costs. In the recent decade, ML algorithms emerged as one of the most potent and 

proficient tools to overcome many industrial challenges. Hence, many DL models are 

developed in the literature to make condition monitoring in wind farms easier and more 

accurate. In this project, the main established methods for condition monitoring in wind farms 

are investigated and RNN is set as the focal point of interest due to their considerable 

capabilities for handling time-series data. 

 

In this project, several preprocessing techniques for missing value and outliers and scaling 

techniques are exploited to prepare the data for ML models. As the first model, a simple linear 

regression model is developed to predict the winding temperature of generators. Moreover, 

correlation analysis is used to reduce the dimensionality of inputs features for Multivariate 

modeling from more than 35 features to 2 variables. Furthermore, different types of LSTM 

such as Stacked LSTM, Bidirectional LSTM, and Multivariate LSTM are developed to predict 

temperature with higher precision. To demonstrate the effectiveness of LSTM models, these 

models are evaluated based on different criteria such as MSE and R-squared. For this purpose, 

two case scenarios are considered based on the performance of a wind farm in the North of 

Quebec Province, Canada in collaboration with Power Factors. The first case scenario is 

designed to show the performance of models in normal operation mode and the second one 

assessed models’ performance in the generator’s over-temperature operation mode. The results 

showed that in the first case scenario Stacked and Bidirectional LSTMs have the same and the 

best results while Bidirectional LSTM showed the best performance in the second scenario due 

to its ability. 



 

RECOMMANDATIONS 

Based on the obtained results from this project, the following possible areas for future works 

can be explored: 

• Since the discussed models in this project are designed specifically for time-series datasets, 

they can be used for fault and underperformance detection in other equipment of wind 

farms. 

• The proposed models in this project can be exploited for other wind turbine or wind farms 

and can be reevaluated in different case scenarios to demonstrate their proper performance. 

• The developed models can be deployed in a real-time analysis to evaluate their 

performance in real-life situation. 

• As a suggestion, different classification algorithms can be developed to enhance the output 

of existing LSTM model. The classification models can be used to determine the root 

causes of failures or anomalies in the output of LSTM models. 

• Dimensionality reduction is an important topic which can be more scrutinized by exploiting 

different correlation techniques.  

• Convolutional Neural Networks (CNNs) can be used for dimensionality reduction in the 

input of LSTM model and its performance can be compared with the correlation analysis. 

• Another important area for future work is sensitivity analysis to the hyperparameters of 

proposed models. Grid Search techniques can be used to find the most optimized values 

for hyperparameters. 

• Other types of RNNs can be developed for predicting the temperature of generator 

windings. The obtained results can be compared with them to show the models 

performance.

https://www.clicours.com/
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